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This paper deals with the analysis of the singularities arising from the solutions of
the problem −Curl F = µ, where F is a 3 × 3 matrix-valued Lp-function
(1 � p < 2) and µ a 3 × 3 matrix-valued Radon measure concentrated in a closed
loop in Ω ⊂ R

3, or in a network of such loops (as, for instance, dislocation clusters as
observed in single crystals). In particular, we study the topological nature of such
dislocation singularities. It is shown that F = ∇u, the absolutely continuous part of
the distributional gradient Du of a vector-valued function u of special bounded
variation. Furthermore, u can also be seen as a multi-valued field, that is, can be
redefined with values in the three-dimensional flat torus T

3 and hence is
Sobolev-regular away from the singular loops. We then analyse the graphs of such
maps represented as currents in Ω × T

3 and show that their boundaries can be
written in term of the measure µ. Readapting some well-known results for Cartesian
currents, we recover closure and compactness properties of the class of maps with
bounded curl concentrated on dislocation networks. In the spirit of previous work,
we finally give some examples of variational problems where such results provide
existence of solutions.
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1. Introduction

In this work, we analyse the class of 3 × 3 matrix-valued fields F defined on an
open set Ω ⊂ R

3 and having singularities on a 1-dimensional set L. The singularity
we are interested in arises from the condition that F is assumed to have a nonzero
Curl, which is a finite Radon measure μ concentrated in L, namely

−Curl F = μ. (1.1)

In the simplest case, when the singular set is a closed Lipschitz curve L, it is
well known that μ must be a so-called dislocation density, that is a measure of
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2 Riccardo Scala and Nicolas Van Goethem

the form

μ = b⊗ τH1
�L, (1.2)

where b is a fixed vector (constant along L and called the Burgers vector) and τ is
the unit tangent vector to L (see lemma 6.1). The term ‘dislocation’ comes from
the physics of crystals: it means a line defect where the strain field F is singular.
Hence the strain cannot, in general, be associated with a regular deformation since
it is constrained to satisfy a condition like (1.1). Equation

− Curl F = b⊗ τH1
�L. (1.3)

derives from the cut-and-weld model of Volterra, in which the distributional gradi-
ent shows a jump part of amplitude b concentrated in the slip plane. Equation (1.3)
then follows by taking the curl of its absolutely continuous part (see the model
description in [34] and in [33]).

In dislocation theory, the singular set L is always a countable (or finite) union of
Lipschitz closed curves, and hence the measure μ is a countable sum of dislocation
densities of the form (1.2). Each Burgers vector of the singletons (1.2) is constrained
to belong to a countable lattice, that we assume, without loss of generality, to be
the group Z

3. This setting can be summarized by taking the measure μ in (1.1) in
the class of closed integral currents with coefficients in Z

3.
By Helmholtz decomposition, any tensor-valued F ∈ Lp(Ω) can be written as F =

Du+ Curl V , with u ∈W 1,p(Ω) and V a divergence-free tensor, (see [28,36]). It is
a standard interpretation to call u the displacement field, and V the incompatible
field. However, it is immediately observed by (1.1) that the dislocation measure
μ depends on V only, hence leaving the displacement outside the picture, at least
as far as classically intended as a Sobolev vector-valued map. For this reason, a
concept of displacement which keeps into account both u and V at the same time
is needed.

The class of vector fields F : Ω → R
3 satisfying condition (1.1) with μ a closed

integral current with coefficients in Z
3 has several measure-theoretic properties

that are proved in the present paper. A central aspect is that for every F there
exists a 3-dimensional torus-valued map u : Ω → T

3 such that F = ∇u. In some
sense, even if the non-vanishing property of Curl F precludes the existence of a
vector-valued function whose gradient is F , we recover such property in the class
of torus-valued vector fields. As a consequence, in the spirit of [20], the graph of
the map u can be seen as a current and a theory like for Cartesian currents can be
developed accordingly. Our main result gives the explicit form of the boundary of
the graph associated with the torus-valued deformation in terms of the measure μ
(the dislocation density in the specific application). Other forms of this result are
also given, as well as a discussion on its consequence for a variational approach to
dislocations. Let us emphasize that the use of Cartesian currents and the powerful
Federer-Fleming closure theorem was first considered in [33] in order to reconstruct
the strain field for a given dislocation density, assumed to be known beforehand. In
the present paper, we would like to go one step further, and without the restrictive
working assumptions on the geometry of the dislocation lines of our previous work
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Analytic and geometric properties of dislocation singularities 3

[37], to find the optimal dislocation density compatible in the far field with a given
dislocation density prescribed at the boundary.

1.1. Line-like singularities in Continuum mechanics

A dislocation (or disclination) is a line defect in a crystal related to the jump
of the displacement or the rotation tensor, itself provoked by the motion of
atoms and atom layers at an underlying microscopic scale. At the mesoscopic
scale, where the medium is considered as continuous, such a line represents a
singularity for model fields such as stress, strain, displacement, and rotation. Fur-
thermore, in single crystals these lines might appear as isolated loops as well as
complex networks and there exist mutual interactions such that two lines might
join together or (partially) annihilate, or be set apart in many smaller loops.
All these phenomena should be understood as mathematical objects which must
be described in a geometrically unified way. To achieve this goal, the theory of
currents has shown as extremely appropriate, as described in [37]. Employing
the tool of integral currents to describe dislocations has been used by several
authors in recent years, see, for instance, [25], [24]. It should be emphasized
that integral currents and Cartesian currents also allow one to handle singular
problems in Continuum mechanics by means of the notions of distributional Jaco-
bian and cofactors of the deformation tensor. Pioneer works and fundamental
results about this topic can be found in [32]. In the recent years, this formal-
ism has been developed for elasticity and, in general, for Continuum mechanics,
as in, for example, [21,30,31] or [2,3,23]. About their specific use in problems
involving dislocations, see [33,37]. About their use in problems involving other
kinds of loop discontinuities, the Ginzburg and Landau problem has provided
numerous key contributions, as for example, in [1,7,35]. Indeed, the mathemati-
cal issues addressed in the latter works very often appear in a similar way in the
study of defects in solids, which therefore share with Ginzburg-Landau models
several theoretical concepts, among which field multiple-valuedness and vortic-
ity. Let us also mention functions of higher-order variation [26] (considered in
[37] for dislocation problems), or strings [10], as some of the many mathemati-
cal objects arisen from the study of singular loops in PDEs. It should be stressed
that one of the features of these problems is that the model fields have either
values in a manifold (for instance, in the unit sphere), or are multiple-valued.
Multivaluedness is a challenging issue since the pioneer works of Almgren [4],
both in Physics problems such as liquid crystals, or from a purely mathemati-
cal perspective [8,16], where often, multivaluedness is related to singularities, as
in [11].

Sometimes, dislocations are considered in a unified way with fractures, as for
example, in [30], where ‘fracture’ is intended as a non-negative co-dimension
singularity, that is, classical fractures have co-dimension 1, whereas dislocations
have co-dimension 2, and point defects co-dimension 3. However, dislocation sin-
gularities show several specific issues, and the intrinsic mathematical difficulties
generated by dislocations are fundamentally different from those encountered in
the mathematical modelling of fracture mechanics. Indeed,

https://www.cambridge.org/core/terms. https://doi.org/10.1017/prm.2018.57
Downloaded from https://www.cambridge.org/core. Universidade de Lisboa, on 26 Mar 2019 at 13:57:24, subject to the Cambridge Core terms of use, available at

https://www.cambridge.org/core/terms
https://doi.org/10.1017/prm.2018.57
https://www.cambridge.org/core


4 Riccardo Scala and Nicolas Van Goethem

(i) dislocations are H1-singularities in R
3 and hence show no jump set in the

classical sense;

(ii) dislocations are free to mutually annihilate, recombine, split, spontaneously
appear, and hence form complex geometrical structures, without any law
such as irreversibility;

(iii) there is no natural reference configuration and hence intrinsic approaches
must be preferred. In particular, the displacement is not an appropriate
model variable in the classical sense, as opposed to most of solid mechanics
problems;

(iv) the stress and strain fields are not square-integrable: thus the less tractable
Lp spaces with 1 � p < 2 must be considered;

(v) bounds on the model fields are given in terms of the curl and the divergence,
in place of the full gradient;

(vi) these curl and divergence are found in measure spaces instead of Sobolev
spaces.

In the language of currents, the measure (1.2) is denoted as b⊗ L, with L standing
for an integral 1-current, whose support is the curve L, as described in [37]. In the
language of Physics, it is simply the (transpose of) the dislocation density ΛL :=
τ ⊗ bδL (see [38]). The tensor-valued functions satisfying the differential constraint
(1.1) will be denoted by F to mean the deformation tensor of finite elasticity.
Because of this constraint, F belongs to Lp(Ω) with 1 � p < 2. It is a classical
procedure to also consider the determinant and cofactors of F as belonging to the
same space since J. Ball results on existence results for polyconvex functions [6,12].
Such an issue will be addressed in a forthcoming work, as a natural consequence of
the analysis of the present paper.

1.2. Scope and structure of the work

In our approach, we follow Almgren and Lieb’s understanding of singularities
through the theory of Cartesian currents by means of a tractable notion of multi-
valuedness [5]. As a first step, our aim is to analyse the fields satisfying the
constraint (1.1), showing that an unambiguous concept of displacement can be
defined. As a second step, we want to study some measure-theoretic properties of
such displacements, proving a series of important closure results. More specifically,
it will be shown that

• for all F satisfying (1.1) there exists a map u ∈W 1,p(Ω,T3), with T =
R/Z the flat torus, such that F = ∇u. Moreover, there exists a map ũ ∈
SBV p(Ω,R3) such that F = ∇aũ, with ∇aũ the absolutely continuous part
of the distributional gradient Dũ.

• ∂Gu, the boundary of the current supported by the graph of u, is ‘equal’ (in
a sense that will be made precise) to the dislocation density ΛL. Moreover,
ΛT

L = −Curl ∇u.
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Analytic and geometric properties of dislocation singularities 5

The first item states that it is possible to construct a real vector-valued displace-
ment field ũ, which has a constant jump b on a fixed (though arbitrary) surface S
enclosed by L. Furthermore, if we quotient the target space R

3 by Z
3, the jump

on the (arbitrary) surface can be neglected. In other words, the displacement as
a Euclidean-valued field is multiple-valued, since its circulation around dislocation
lines is nonzero and is always an integer multiple of b. As an alternative, work-
ing with torus-valued maps also allows us to remove this ambiguity. Torus-valued
maps are therefore alternatives to Euclidean maps appropriate to mathematically
model dislocation singularities. Similarly, it will be convenient to introduce periodic
k-forms, from which torus-valued currents are defined by duality since these forms
appear as more suitable in this setting. Note that such multivalued displacement
fields have been used by Physicists for a long time (see, e.g., [27]), but without
the necessary mathematical rigor, which we believe is worth introducing to seek a
profound understanding of the intrinsic difficulties generated by dislocation singu-
larities. It should be mentioned that considering the strain F associated with a
dislocation measure as the approximate gradient of an SBV -map had been consid-
ered before as a heuristic picture in [15,33]. To our knowledge, the present work
is the first to rigorously address this identification.

As for the last item, with the language of currents and in dislocation terms, our
main result basically states that the dislocation density is the boundary of the graph
of a displacement field u which has values in the three-dimensional torus, viz.,

∂Gu(ω) = L ⊗ b(ϕω),

where ω is any 2-form, and ϕω is a test function depending linearly on ω (see
theorem 6.4). Starting from this result it is possible to write the explicit expression
of the boundary of the graph of w = v + u, where v plays the role of a smooth per-
turbation of the function u. Furthermore, we give the explicit form of the boundary
of the graph of the vector-valued function ũ, which indeed coincides with the torus-
valued u, up to an additional measure concentrated in the jump set of ũ (theorem
5.1). This is our main result second form, which might be useful in models involving
an energy term related to the jump surface, whose complete analysis, though, is
left for future works.

Finally, application examples are given: two variational problems are proposed
and solved in § 6.5. In particular, in the present work, we state some partial
results in the direction of generalizing the minimization problems considered in
[37]. Specifically, we consider energy densities which also depend on div F and,
relying on Helmholtz decomposition F = Du+ F 0 with div F 0 = 0, we consider
the cases where (i) div F = 0, and (ii) div F ∈ Lq(Ω) for some appropriate expo-
nent q. Obviously, these results must be considered as a milestone toward more
general results to appear in future works [40,41]. Variational problems of this kind
have been already treated by several authors but without the generality of unfixed
dislocation loops. The work closest to our approach of minimizing an elastic energy
in the presence of dislocations was proposed in the pioneer paper [33], where the
authors enriched the theory by presenting an alternative to the core-radius approach
in linearized elasto-plasticity theory. This alternative formulation is more appropri-
ate in situations where large strains are present and it is not necessary to introduce
a core radius, since the integrability assumption F ∈ Lp, with p < 2 is compatible
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6 Riccardo Scala and Nicolas Van Goethem

with unbounded gradients at the dislocation line. Also close to our approach, let
us mention [13], where the study is restricted to 2d setting, [14], for an analysis
of a surface energy alone and where only the compactness of 1-currents is needed
(as opposed to our approach of considering simultaneously the 1-current and its
associated strain F ), and [15] considering the 3d case, though with loops that are
still assumed to be known beforehand.

This paper is structured as follows. In § 2, we recall the basis for currents and
the theory of graphs of torus-valued maps, and prove some important preliminary
results, whose counterparts in the Euclidean-valued case are classical. Then, the
crucial pointwise and distributional properties of torus-valued harmonic maps are
derived in § 3. The main results are presented in two forms, the first in § 4 holding
for torus-valued maps (see theorem 4.1), and the second one valid for Euclidean
maps is given in § 5, with a proof in Appendix A. In § 6, we show how the results
obtained so far can be applied to the theory of dislocations, whereas in § 6.5, we
provide two examples of variational problems which can be solved by virtue of our
results.

2. Preliminary results

2.1. Generalities about currents and graphs

For all integers n > 0 and k � 0 with k � n, we denote by ΛkR
n the space of

k-vectors and by Λk
R

n the space of k-covectors. Let α be a multi-index, that is,
an ordered (increasing) subset of {1, 2, . . . , n}. We denote by |α| the cardinality
(or length) of α, and we denote by ᾱ the complementary set of α, that is, the
multi-index given by the ordered set {1, 2, . . . , n} \ α.

For a n× n matrix A with real entries and for α and β multi-indices such that
|α| + |β| = n, Mβ

ᾱ (A) will denote the determinant of the submatrix of A obtained
by erasing the i-th columns and the j-th rows, for all i ∈ α and j ∈ β̄. Moreover,
symbol M(A) will denote the n-vector in ΛnR

2n given by

M(A) :=
∑

|α|+|β|=n

σ(α, ᾱ)Mβ
ᾱ (A)eα ∧ εβ ,

where {ei, εi}i�n is the Euclidean basis of R
2n, and σ(α, ᾱ) is the sign of the

permutation (α, ᾱ). Accordingly, define

|M(A)| :=

⎛
⎜⎜⎝1 +

∑
|α|+|β|=n

|β|>0

|Mβ
ᾱ (A)|2

⎞
⎟⎟⎠

1/2

.

For a matrix A ∈ R
3×3, the symbols adj A and det A denote the adjunct, that

is, the transpose of the matrix of the cofactors of A, and the determinant of A,
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Analytic and geometric properties of dislocation singularities 7

respectively. Explicitly,

M i
j(A) = Aij , M ī

j
(A) = ( cof A)ij = ( adj A)ji M

{1,2,3}
{1,2,3} (A) = det A,

for i, j = 1, 2, 3. Moreover,

|M(A)| =

⎛
⎝1 +

∑
i,j

A2
ij +

∑
i,j

cof(A)2ij + det(A)2

⎞
⎠

1/2

. (2.1)

Let Ω ⊂ R
n be an open set, then Dk(Ω) denotes the topological vector space of

compactly supported smooth k-forms in Ω, that is, the topological vector space of
compactly supported and smooth maps in Ω with values in Λk

R
n. The dual space

of Dk(Ω), denoted by Dk(Ω), is known as the space of k-currents in Ω. A weak
convergence in Dk(Ω) is defined by saying that Th ⇀ T as currents if for all ω ∈
Dk(Ω) we have Th(ω) → T (ω). The boundary of a current T ∈ Dk(Ω) is the current
∂T ∈ Dk−1(Ω) defined as

∂T (ω) = T (dω), for all ω ∈ Dk−1(Ω).

A current which has null boundary (as any current in D0(Ω)) is said closed. For all
T ∈ Dk(Ω) the mass of T is the number M(T ) ∈ [0,+∞] defined as

M(T ) := sup
ω∈Dk(Ω), |ω|�1

T (ω).

If M(T ) < +∞ then T turns out to be a Borel measure in Mb(Ω,ΛkR
n), and its

mass coincides withM(T ). Moreover, the mass is lower semicontinuous with respect
to the weak topology in Dk(Ω). Indeed if lim suph→∞M(Th) < +∞ and Th ⇀ T
then we also find that T is a Borel measure and Th ⇀ T weakly in Mb(Ω,Λk

R
n),

so that the lower-semicontinuity of the mass follows from the lower-semicontinuity
of the mass in Mb(Ω,Λk

R
n). We also define the quantity

N(T ) := M(T ) +M(∂T ),

for every T ∈ Dk(Ω).
Let U ⊂ R

n and V ⊂ R
m be open sets and F : U → V be a smooth map. Then

the push-forward of a current T ∈ Dk(U) by F is defined as

F�T (ω) := T (ζF �ω) for ω ∈ Dk(V ),

where F �ω is the standard pull-back of ω and ζ is any C∞ function that is equal
to 1 on sptT ∩ sptF �ω. It turns out that F�T ∈ Dk(V ) does not depend on ζ and
satisfies

∂F�T = F�∂T . (2.2)

Let 0 � k � n and let S ⊂ R
n be a Hk-rectifiable set with approximate tangent

space TxS. If τ : S → Λk(Rn) and θ : S → R are Hk-integrable functions with
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8 Riccardo Scala and Nicolas Van Goethem

τ(x) ∈ TxS a simple unit k-vector for Hk-a.e. x ∈ S, then we can define the current
T as

T (ω) =
∫

S

〈ω(x), τ(x)〉θ(x)dHk(x) for ω ∈ Dk(Ω). (2.3)

Every current for which there exists S, τ , and θ as before is said to be rectifiable.
If also its boundary ∂T is rectifiable, then we adopt the following notation

T ≡ {S, τ, θ}. (2.4)

The current T ∈ Dk(Ω) is rectifiable with integer multiplicity if it is rectifiable,
has rectifiable boundary, and the function θ in (2.3) is integer-valued. A integer-
multiplicity current T such that N(T ) <∞ is said an integral current.

The simplest example of integer-multiplicity current is the integration over a set
U ⊂ R

n. This is denoted by 〚U〛 ∈ Dn(Rn) and is defined as

〚U〛(ω) =
∫

U

〈τ, ω(x)〉dx for all ω ∈ Dn(Rn),

where τ := e1 ∧ · · · ∧ en the standard orientating vector of R
n.

An integer-multiplicity current T ∈ DM (Rn) is said indecomposable if there
exists no integral current R such that R = 0 = T −R and

N(T ) = N(R) +N(T −R).

The following theorem provides a decomposition property of every integral
current and the structure characterization of integer-multiplicity indecomposable
1-currents (see [17, § 4.2.25]).

Theorem 2.1. For every integral current T there exists a sequence of indecompos-
able integral currents Ti such that

T =
∑

i

Ti and N(T ) =
∑

i

N(Ti).

Suppose T is an indecomposable integer multiplicity 1-current on R
n. Then there

exists a Lipschitz function f : R → R
n with Lip(f) � 1 such that

f�[0,M(T )) is injective and T = f�〚[0,M(T )]〛.

Moreover, ∂T = 0 if and only if f(0) = f(M(T )).

Let us consider the space Ω × R
3. We will use the Euclidean coordinates x =

(x1, x2, x3) for x ∈ Ω and y = (y1, y2, y3) for y ∈ R
3. Every 3-form ω ∈ D3(Ω × R

3)
can be decomposed as ω =

∑
ωαβdx

α ∧ dyβ , with ωαβ ∈ C∞
c (Ω × R

3), where the
sum is computed over all multi-indices α and β such that |α| + |β| = 3.

For 1 � p < +∞, we define

Ap(Ω,R3) := {u ∈ Lp(Ω,R3) : u is approximately differentiable a.e. and

Mβ
ᾱ (Du) ∈ Lp(Ω) for all |α| + |β| = 3}.

A weak convergence is defined on Ap(Ω,R3). We say that the sequence uk ∈
Ap(Ω,R3) converges to u ∈ Ap(Ω,R3) weakly in Ap(Ω,R3) if uk ⇀ u weakly in
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Analytic and geometric properties of dislocation singularities 9

Lp(Ω,R3) and Mβ
ᾱ (Duk) ⇀Mβ

ᾱ (Du) weakly in Lp(Ω) for all multi-indices α and β
with |α| + |β| = 3 (see [20, § 3.3.3]). If u ∈ Ap(Ω,R3) then Gu, the current carried
by the graph of u, is defined as follows:

Gu := (Id× u)�〚Ω〛, (2.5)

where Id× u : R
3 → R

3 × R
3 is given by (Id× u)(x) = (x, u(x)), viz.,

Gu(ω) =
∫

Ω

σ(α, ᾱ)ωαβ(x, u(x))Mβ
ᾱ (Du(x))dx, (2.6)

for all ω = ωαβdx
α ∧ dyβ ∈ D3(Ω × R

3). Moreover, if u ∈ Ap(Ω,R3) then Gu turns
out to be a 3-integer-multiplicity current in Ω × R

3.

Lemma 2.2. Let uk, u ∈ Ap(Ω,R3) be such that uk ⇀ u weakly in Ap(Ω,R3), then
Guk

⇀ Gu as currents.

Proof. This is a straightforward consequence of formula (2.6). �

The boundary of the current Gu is, by definition, the 2-current in Ω × R
3 given by

∂Gu(ω) := Gu(dω) for all 2-forms ω ∈ D2(Ω × R
3). As soon as u�U , the restriction

of u to a smooth open subset U of Ω, is smooth in U , then Gu�U
is a current with

rectifiable boundary given by

∂Gu�U
= Gu�∂U

:= (Id× u)�〚∂U〛.

We can also employ Stokes formula to find an explicit formula for ∂Gu�∂U
, that is,

Gu�U
(dω) = ∂Gu�U

(ω) =
∫

∂U

ωαβ(x, u(x))
〈

dxα ∧ dyβ ,
∂Ψ
∂τ1

∧ ∂Ψ
∂τ2

〉
dH2(x), (2.7)

for all 2-form ω = ωαβdx
α ∧ dyβ ∈ D2(Ω × R

3), and where Ψ = Id× u. This can be
seen as follows: by definition of push-forward of a current, Gu�∂U

(ω) = 〚∂U〛((Id×
u)�(ω))=

∫
∂U

〈
(Id× u)�ω, τ1 ∧ τ2〉dH2 =

∫
∂U

〈
ω, ((∂Ψ)/(∂τ1)) ∧ ((∂Ψ)/(∂τ2))〉dH2

where τ1 ∧ τ2 is a volume form for ∂U . Now by Stokes Theorem this
is equal to (recall that one can interchange the exterior differentiation
and pull-back operations)

∫
U
〈d(Id× u)�ω, e1 ∧ e2 ∧ e3〉dH3 =

∫
U
〈(Id× u)�dω, e1 ∧

e2 ∧ e3〉dH3 = Gu�U
(dω) = ∂Gu�U

(ω) (see [29] for details).

The class of Cartesian maps is the subspace of A1(Ω,R3) defined as

Cart1(Ω,R3) := {u ∈ A1(Ω,R3) : ∂Gu = 0}. (2.8)

If u ∈W 1,p(Ω,R3) with p > 3, then it is easy to see that u ∈ Cart1(Ω,R3). See [19,
§ 3.2.2] for details.

Theorem 2.3. Let p > 1. Let uk be a sequence in Ap(Ω,R3) such that uk → u
strongly in Lp(Ω,R3) and suppose that there exist functions vα

β ∈ Lp(Ω) such that
Mβ

ᾱ (Duk) ⇀ vβ
α for all multi-indices α and β with |α| + |β| = 3. If

M(∂Guk
) < C < +∞ (2.9)

for all k > 0, then u ∈ Ap(Ω,R3) and vβ
α = Mβ

ᾱ (Du).
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10 Riccardo Scala and Nicolas Van Goethem

This is proved in theorem 2 of [19, § 3.3.2]. Since Cartesian maps obviously satisfy
condition (2.9), this Theorem applies to this case. Moreover, if uk ∈ Cart1(Ω,R3)
then we also have u ∈ Cart1(Ω,R3).

2.2. Torus-valued maps and currents

For simplicity of exposition, we describe the 3-dimensional case, but all the defini-
tions and statements of this section can be established for the general n-dimensional
case. We introduce the torus T ∼= R/ ∼, where ∼ denotes the equivalent relation
given by a ∼ b iff a− b ∈ 2πZ. We also denote T × T × T by T

3. Now we will con-
sider graphs of maps u : Ω → T

3. These turn out to be 3-rectifiable currents in
Ω × T

3. Note that the space of 3-forms in Ω × T
3, that is, D3(Ω × T

3), is exactly
the space of 3-forms in Ω × R

3 that have coefficients which are smooth and 2π-
periodic (with all their derivatives) in the last three variables (actually, they do not
have compact support). As a consequence, if T is a 3-current in D3(Ω × R

3) with
compact support in Ω̄ × R

3, then the current

T (T ) := T �D3(Ω×T3), (2.10)

is well-defined and T (T ) ∈ D3(Ω × T
3). Moreover, since in general smooth functions

in Ω × R
3 are not periodic in the last three variables, it turns out that M(T (T )) �

M(T ).
Let u ∈ Ap(Ω,R3), then we define T (u) : Ω → T

3 by means of the standard pro-
jection πT : R → T, that is, T (ui) := πT (ui) for i = 1, 2, 3. It is easily seen that T

being locally isomorphic to R, T (u) is almost everywhere approximately differen-
tiable with the same approximate derivatives of u. As a consequence, GT (u) is a
3-rectifiable current in Ω × T

3. It is also easy to see that in such a case GT (u) =
T (Gu). This fundamental identity follows from the fact that the approximate dif-
ferentials of u and T (u) coincide almost everywhere, and from (2.6), where we use
that if ω is 2π-periodic in the second variable, then ω(x, u(x)) = ω(x, T (u(x))). We
introduce the space Ap(Ω,T3) as follows:

Definition 2.4.

Ap(Ω,T3) := {u ∈ L1(Ω,T3) : u is approximately differentiable a.e. on Ω, and

Mβ
ᾱ (Du) ∈ Lp(Ω) for all |α| + |β| = 3}, (2.11)

where L1(Ω,T3) means the space of measurable functions u : Ω → T
3.

With this definition, we see that for all u ∈ Ap(Ω,T3) the graph Gu is well defined
as a 3-rectifiable current. A consequence of the fact that the mass of a current
does not increase when we compose with T is that, if there exists ū ∈ Ap(Ω,R3)
such that T (ū) = u and Gū is an integral current, then Gu is an integral current.
Note that it might happen that such ū does exist with ∂Gū unbounded, whereas
M(∂Gu) <∞.

Theorem 2.3, being a consequence of the compactness theorem for integral cur-
rents, straightforwardly applies also to the case of maps with values in T

3. Also,
lemma 2.2 readily applies to the case of maps with value in T

3.
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Analytic and geometric properties of dislocation singularities 11

Lemma 2.5. Let uk, u ∈ Ap(Ω,T3) be such that uk ⇀ u weakly in Ap(Ω,T3), then
Guk

⇀ Gu as currents.

Proof. This is again a consequence of formula (2.6) and the fact that currents in
D3(Ω,T3) belong also to D3(Ω,R3). �

3. Harmonic maps with prescribed jump on a surface

In this section, we study some regularity results of harmonic maps in R
3 with

prescribed jump on a given surface. This is the first step to investigate the geometric
properties of the deformation gradients satisfying equation (1.3). Following the
model of Volterra (see [33,34]), if a dislocation L is the boundary of a surface S,
then the displacement can be seen as a function with a fixed jump on the surface,
with amplitude the constant Burgers vector associated with L. In this work, we will
often need to make the following hypothesis:

Assumption 3.1. We consider a closed Lipschitz curve L, which is assumed simple,
and thus non self-intersecting. Moreover, we assume that S is a bounded Lips-
chitz simple surface whose boundary is L, that is, S is non self-intersecting and is
homeomorphic to the disk B1 ⊂ R

2.

Lemma 3.2. Let L be a Lipschitz closed curve in R
3 and S a bounded Lipschitz

surface with boundary L and unit normal N (satisfying assumption 3.1). Let b ∈ R.
A solution of

⎧⎪⎨
⎪⎩

Δu = 0 in R
3 \ S

[u] := u+ − u− = b on S

[∂Nu] := ∂Nu
+ − ∂Nu

− = 0 on S

(3.1)

is given by

u(x) = −b
∫

S

∂NΓ(x′ − x)dH2(x′), (3.2)

for x ∈ R
3 \ S, where Γ is the fundamental solution in R

3 of ΔΓ = δ0. Moreover,
such a solution is unique up to a harmonic map in R

3.

Here ∂NΓ = (∇xΓ)N . By (3.2), it holds that

∂iu(x) = − b

∫
S

(
Ni

|x− x′|3 − 3
N · (x− x′)(xi − x′i)

|x− x′|5
)

dH2(x′). (3.3)

Lemma 3.2 is a particular case of its general vector counterpart, whose proof can
be found in [39]. Its statement is given in the following lemma, where A is a fourth-
order elasticity tensor. So, the proof of Lemma 3.2 is straightforwardly obtained by
letting A = I2, the identity matrix.
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12 Riccardo Scala and Nicolas Van Goethem

Lemma 3.3. Let L be a Lipschitz closed curve in R
3 and S a bounded Lipschitz

surface with boundary L and unit normal N , as in assumption 3.1. Let B ∈ R
3.

The solution of⎧⎪⎨
⎪⎩

div (A∇w) = 0 in R
3 \ S

[w] := w+ − w− = B on S

[(A∇w)N ] := ((A∇w)N)+ − ((A∇w)N)− = 0 on S

(3.4)

is given componentwise by

wi(x) = −Bj

∫
S

(A∇Γ(x′ − x) ·N(x′))ijdH2(x′), (3.5)

for x ∈ R
3 \ S, where Γ is the solution in R

3 of div (A∇Γ) = δ0I.

3.1. Pointwise properties of gradients of harmonic maps

Theorem 3.4 (Growth condition for the gradient). Let L and S be as in lemma
3.2 and u be the explicit solution of (3.1) given by (3.2). If L is smooth, there exists
a constant c > 0 depending on the curvature of L, such that it holds

|∂iu(x)| � c|b|l
(

1 +
1

d(x,L)

)
. (3.6)

Proof. Step 1. Let us first prove that the value of the derivative ∂iu(x) does not
depend on the surface S appearing in (3.1). Let indeed S′ be another smooth
surface that does not contain the point x and has L as boundary. For simplic-
ity, let us suppose it is disjoint from S. Let u′ be the solution of (3.1) with
S′ replacing S and let A be the open set enclosed by S and S′. By formula
(3.2), (u− u′)(x) = c+ b

∫
∂A
∂′NΓ(x′ − x)dH2(x′) = c+ bχA(x), the second equal-

ity being a consequence of the Divergence theorem. In particular, we see that u− u′

is constant in a neighbourhood of x, so that ∂iu(x) = ∂iu
′(x). By approximation, we

can also extend this to the case of Lipschitz surface S′, and then to every rectifiable
current S′ with ∂S′ = L whose support is outside a neighbourhood of x.

Step 2. Let d = d(x,L) be the distance from x to L, let κ be the maximum
curvature of L, and let us denote by R := κ−1 the minimal curvature radius. Let
BR(x) be a ball with radius R and centre x, let P be the point in L such that
d = d(x, P ), let O be the point on the line Px, on the x side, such that d(O,P ) = R,
and let BR(O) be a ball with radius R and centre O (see figure 1). Let πR : R

3 →
∂BR(x) be the orthogonal projection onto the sphere ∂BR(x) and let LR be the
image of L by πR. Let us consider the Lipschitz homotopy Φ : [0, 1] × [0, l] → Ω
such that Φ(0, [0, l]) = L, Φ(1, [0, l]) = LR, and Φ(·, t) is affine for all t ∈ [0, l]. Then
E := Φ�〚[0, 1] × [0, l]〛 is a rectifiable current with boundary L ∪ LR. Let D be an
integral current in ∂BR(x) with boundary −LR. The rectifiable current S′ := E +D
has boundary L, so we can consider the map u′ solution of (3.1) with S replaced
by S′.

Step 3. We claim that we can choose D in such a way that its total mass M(D) is
bounded by 3lR, with l the total length of the curve L. Since LR is an integral closed
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Analytic and geometric properties of dislocation singularities 13

Figure 1. Geometry

1-current, it decomposes as LR =
∑

i L
i
R, with

∑
i li = M(LR) � l + 2πRn � 3l,

where li is the length of Li
R and n is the number of times that L enters inside

BR (in particular n � l
πR ). Notice that the presence of the term 2πR is justified

as follows: πR is 1-Lipschitz outside BR(x) (which justifies the presence of l in the
previous inequality), whereas we must estimate the inner part of L separately. Since
the maximum curvature of L is assigned, it is seen that the part of L inside BR(x)
is bounded and its projection on BR(x) does not exceed 2πR. Having said that, by
the isoperimetric inequality on ∂BR(x), it follows that

l2i � 4πAi −
A2

i

R2
, (3.7)

with Ai the minimal area enclosed by Li
R (see remark 3.5), so that Ai � 2πR2. It

follows from (3.7), by simple computations that Ai � 2πR2 −R
√

4π2R2 − l2i and
since

√
4π2R2 − l2i � 2πR− li if li � 2πR, one deduces by mere substitution that

Ai � Rli ∧ 2πR2. As a consequence,
∑

iAi � 3lR, and hence M(D) < 3lR.
Step 4. Now, to compute |∂iu(x)|,, we will use formula (3.3), integrating over

E +D. Integration over D can be estimated as follows:

|∂iu(x)| =
∣∣∣∣b
∫

D

(
Ni

|x− x′|3 − 3
N · (x− x′)(xi − x′i)

|x− x′|5
)

dH2(x′)
∣∣∣∣

� 4|b|
R3

∫
D

dH2(x′) � 12|b|l
R2

, (3.8)
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14 Riccardo Scala and Nicolas Van Goethem

since by Step 3, M(D) � 3lR. Let us now compute the integration over E. Observe
that, by construction of E, it holds that its normal N at a point x′ satisfies
N⊥(x− x′), and hence by (3.3), we reduce to estimate

|b|
∣∣∣∣
∫

E

Ni

|x− x′|3 dH2(x′)
∣∣∣∣ .

Let E+ (resp., E−) be the part of E outside BR(x) (inside, respectively). The
integration can be performed by polar coordinates (s, ρ) centred at x, where s can
be seen as an arc parameter on LR. The integral of (3.3) over E+ is bounded by∫

LR

ds

∫ +∞

R

|b|
ρ3
dρ � 3l|b|

2R2
, (3.9)

More delicate is the computation of the integral over E− (see figure 1). Let L− be
the part of L inside BR(x). Let us assume that L− has n connected components.
Let L−

1 be one of this components. By the regularity hypotheses on L and since
BR(O) is tangent to L at P , one has that L stays outside BR(O). Let P1 and P2 be
the two points on ∂BR(0) ∩ ∂BR(x) belonging to the plane containing O, x, and
the tangent vector τ to L at P . Due to the boundedness of the curvature of L, it
can be easily observed that the integral of (3.3) on the component L−

1 of L− is
maximal when L−

1 is planar and remains in the circumference obtained intersecting
BR(0) with the plane containing O, x, and the tangent vector τ (the sheet plane in
figure 1). In such a case L−

1 is the arc of circumference passing through P and with
endpoints P1 and P2. Moreover, E− is planar and is contained into two half-planes
Π and Π′ passing through P , containing the tangent τ , and with boundaries the
lines P1P and P2P , respectively (in figure 1).

Now we estimate the integral on every connected components of L−, and then
multiply the obtained value by n in order to get a right estimate. Since the half-
planes Π and Π′ are constructed in such a way that E− is contained in their union,
the integral ∫

E−

|b|
d(x, x′)3

dH2(x′),

is bounded by the same integral over Π ∪ Π′. In particular, by symmetry, it holds∫
E−

|b|
d(x, x′)3

dH2(x′) � 2
∫

Π

|b|
d(x, x′)3

dH2(x′).

If the distance d(x,Π) = δ the right-hand side is easily computed by integrating in
planar polar coordinates with δ � r = d(x, x′) <∞, and is equal to 2π|b|/δ. Since
by construction δ � 2−1/2d(x,L), it holds∫

E−

|b|
d(x, x′)3

dH2(x′) � |b| 4π
√

2
d(x,L)

.

Now we have to multiply this by n, the number of connected components of L−. We
claim that n � l/(πR). Indeed, consider a single connected component and one of its
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Analytic and geometric properties of dislocation singularities 15

point P inside BR(x). With elementary geometric arguments, it is seen that due to
the boundedness of the curvature, as observed, it could stay inside BR(x) \BR(O)
for a length at most πR. On the other hand, if it goes out of BR(x) \BR(O), then it
cannot come back before spending a length of at least πR outside. Then the claim
follows, and

∫
E−

|b|
d(x, x′)3

dH2(x′) � 4
√

2
R

|b|l
d(x,L)

.

Summing all the bounds obtained so far, we finally get

|∂iu(x)| � 4
√

2
|b|lκ
d(x,L)

+ 12|b|lκ2 +
3
2
l|b|κ2, (3.10)

from which the thesis follows. �

Remark 3.5. In the previous proof, we can choose the sets Ai with minimal area
as follows. Let Li

R be a simple loop in BR(x), let P /∈ Li
R be a point on ∂BR(x).

We construct a homotopy ΨP : [0, 1] × [0, 2π] → ∂BR(x) that satisfies ΨP (0, ·) ≡
P and ΨP (1, [0, 2π]) = Li

R, and we can consider the current ΨP
� 〚[0, 1] × [0, 2π]〛.

Then we can set Ai := ΨP
� 〚[0, 1] × [0, 2π]〛, where P is chosen in such a way that

ΨP
� 〚[0, 1] × [0, 2π]〛 has minimal mass.

Remark 3.6. In theorem 3.4, we also proved that the integral in (3.2) does not
depend on the particular surface S, but only on its boundary L.

Lemma 3.7. Let b ∈ 2πZ. Then the solution u of (3.1) in (3.2) belongs to C∞(Ω \
L,T) and it is harmonic in Ω \ L.

Proof. As we have proved in Step 1 of theorem 3.4, if we choose a surface S′ with
boundary L disjoint from S, and denote by u′ the corresponding solution of (3.1),
then u− u′ = bχA, with A the open set with boundary S ∪ S′. Since b ∈ 2πZ we
see that u = u′ as a map into T. Moreover, if x /∈ S then u is smooth at x, so in
particular, up to change the surface S, we obtain that it belongs to C∞(Ω \ L,T)
and u is harmonic at x for all x /∈ L. �

Corollary 3.8. Let L be the union of N > 0 smooth closed curves Lk, let S be
the union of the corresponding surfaces Sk with boundary Lk respectively, and let
u be the solution to (3.1) given by (3.2). Then (3.6) holds true.

Proof. Actually, the same proof as of theorem 3.4 applies. �

Corollary 3.9. Let L and S be as in lemma 3.3 and w be the explicit solution
of (3.4). If L is smooth, there exists a constant c > 0 depending on the curvature
of L, such that it holds

|∂jwi(x)| � c|B|l
(

1 +
1

d(x,L)

)
, 1 � i, j � 3. (3.11)
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16 Riccardo Scala and Nicolas Van Goethem

Theorem 3.10 (Finer description of the singularity). Let S and L be as in
assumption 3.1. Let u be the solution to

⎧⎪⎨
⎪⎩

Δu = 0 in R
3 \ S

u+ − u− = 1 on S

∂Nu
+ − ∂Nu

− = 0 on S,

(3.12)

given by (3.2) with b = 1. Then, if U is a tubular neighbourhood of L, for all
(ρ, θ, τ) ∈ U with θ = 0, it holds

(i) there exists the limit limε→0+ u(ερ, θ, τ) = u(0+, θ, τ) = 2θ
2π + c, where c is a

constant independent of θ.

(ii) limε→0+ |∂τu(ερ, θ, τ)| < c < +∞ for some constant c > 0 that depends only
on the curve L.

(iii) limε→0+ |∂ρu(ερ, θ, τ)| < c < +∞ for some constant c > 0 that depends only
on the curve L.

Proof. With no loss of generality, we suppose that the curve L which represents the
boundary of S passes through the origin of a Euclidean coordinate system where it
is tangent to the z-axis. Moreover, we choose the coordinates x1 and x2 in such a
way that x1 = ρ cos θ and x2 = ρ sin θ, so it follows that the point (ερ, θ, z) coincides
with (εx1, εx2, z). For simplicity, we take z = 0 and denote x = (x1, x2, 0), while S
is orthogonal to the x2-axis at 0. From lemma 3.2, we have the following explicit
formula

u(ερ, θ, 0) = u(εx1, εx2, 0) = −
∫

S

∂NΓ(x′ − εx, y′ − εy, z′)dH2(x′, y′, z′).

By the change of variables (εx′′1 , εx
′′
2 , εz

′′) = (x′1, x
′
2, z

′) we obtain

u(εx1, εx2, 0) = −
∫

1/εS

∂NΓ(x′′1 − x1, x
′′
2 − x2, z

′′)dH2(x′′1 , x
′′
2 , z

′′),

where we have used the explicit expression of Γ. Letting ε go to zero, we obtain

lim
ε→0+

u(ερ, θ, z) = −
∫

Π0

∂NΓ(x′′ − x)dH2(x′′),

where Π0 is the half-plane {x1 > 0, x2 = 0} and we have used the shorter notation
x′′ = (x′′1 , x

′′
2 , z

′′). Thanks to lemma 3.2, we see that the right-hand side coincides
with û(ρ, θ, z), where û is the solution of (3.12) with S = Π0. But it is well known
that such solution is given by, in cylindrical coordinates, û(ρ, θ, z) = θ

2π + c for a
fixed constant c. In particular we have limε→0+ u(ερ, θ, z) = θ

2π + c.
To prove statement (ii), we use the explicit expression (3.3), which reads, after

the change of variables x′ = εx′ (here, again with abuse of notations, ∂zu = ∂τu at

https://www.cambridge.org/core/terms. https://doi.org/10.1017/prm.2018.57
Downloaded from https://www.cambridge.org/core. Universidade de Lisboa, on 26 Mar 2019 at 13:57:24, subject to the Cambridge Core terms of use, available at

https://www.cambridge.org/core/terms
https://doi.org/10.1017/prm.2018.57
https://www.cambridge.org/core


Analytic and geometric properties of dislocation singularities 17

x = 0),

∂zu(εx1, εx2, 0) = −1
ε

∫
1/εS

(
Nz

|x− x′′|3 − 3
N · (x− x′′)(z − z′′)

|x− x′′|5
)

dH2(x′′).

(3.13)
We fix δ > 0 and consider the ball Bε with centre (εx1, εx2, 0) and radius δ. We
then write the last integral as

− 1
ε

∫
1/εS∩Bε

(
Nz

|x− x′′|3 − 3
N · (x− x′′)(z − z′′)

|x− x′′|5
)

dH2(x′′)

− 1
ε

∫
1/εS∩Bc

ε

(
Nz

|x− x′′|3 − 3
N · (x− x′′)(z − z′′)

|x− x′′|5
)

dH2(x′′),

and thanks to remark 3.6, up to choosing δ small enough, we can assume that the
normal N to S at x′ is orthogonal to the vector (εx− x′) for all x′ ∈ Bε, that is, to
(x− x′′) in 1/εBε, so that the integral above becomes

− 1
ε

∫
1/εS∩Bε

Nz

|x− x′′|3 dH2(x′′)

− 1
ε

∫
1/εS∩Bc

ε

(
Nz

|x− x′′|3 − 3
N · (x− x′′)(z − z′′)

|x− x′′|5
)

dH2(x′′). (3.14)

Let us now estimate the second term in (3.14). In Bc
ε it holds |εx− x′| > δ, that is,

|x− x′′| > ε−1δ, so it is easy to see that this term can be estimated by

H2(S)
δ3

� (γ + 1)
l2

δ3
,

where l is the length of L and γ > 0 is the constant of the isoperimetric inequality,
since S can be chosen arbitrarily.

It remains to estimate the first term in (3.14). Let us consider the plane Π
passing through 0 and tangent to the vector z̄ and to x− 0 (the unit vector tangent
to the z-axis and the vector passing through x and 0, respectively). Let Π+ be the
half-plane in Π bounded by the axis ẑ and not containing the point x. Thanks to
the smoothness of L, we can assume that there exists a smooth one-to-one map
Φ : Π+ ∩Bε → S ∩Bε, so that also N ◦ Φ : Π+ � x̂′ �→ N(x′) is smooth, and then
in Bε ∩ Π+ we can use the Taylor expansion of N ◦ Φ at 0. Going back to the
variable x′ = εx′′ (and x̂′ := εx̂′′), we find that the first term in (3.14) reads

−
∫

S∩Bε

N(x′)
|εx− x′|3 dH2(x′) = −

∫
S∩Bε

∇2N(0)x̂′ · x̂′
|εx− x′|3 +

rN (|x̂′|2)
|εx− x′|3 dH2(x′).

The Taylor expansion of Φ at 0 provides x′ = x̂′ + ∇2Φ(0)x̂′ · x̂′ + rΦ(x̂′) and if δ
is small enough, we can assume that |∇2Φ(0)x̂′ · x̂′ + rΦ(x̂′)| < 1/2|x̂′|. Note that,
since L is smooth, we can find such a δ > 0 satisfying the last inequality globally,
that is, δ is independent of the point x. In particular, we find |εx− x′| > |εx− x̂′| −
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18 Riccardo Scala and Nicolas Van Goethem

|∇2Φ(0)x̂′ · x̂′ + rΦ(x̂′)| > |x̂′| − 1/2|x̂′| = 1/2|x̂′| for all ε > 0, so that the integral
is bounded by ∫

Π+∩Bε

|∇2N(0)x̂′ · x̂′|
|x̂′|3 +

rN (|x̂′|2)
|x̂′|3 dH2(x′), (3.15)

and taking into account that δ > 0 can be small as we want, we can also assume
that |rN (x̂′)| < |∇2N(0)x̂′ · x̂′|, whereby the last integral can be estimated by

C

∫
Π+∩Bε

1
|x̂′|dH

2(x̂′),

where the constant C is independent of δ and x. Taking the limit as ε→ 0, we infer,
by the monotone convergence theorem,

C

∫
Π+∩B(0,δ)

1
|x̂′|dH

2(x̂′),

which is uniformly bounded. Now, since the value of δ is independent of the point
x but only depends on the geometry of the curve L, we achieved the proof.

Statement (iii) can be proved taking into account that choosing δ small enough
a formula similar to (3.14) holds, and then arguing as for statement (ii). �

Remark 3.11. Let us point out that theorem 3.10 still holds true if we do not
assume that L is connected. Indeed if L is the union of a finite family of smooth
closed curves, the surface S will be the union of a finite family of smooth surfaces
and the arguments used in the proof of theorem 3.10 still work.

Remark 3.12. The curve regularity required in theorem 3.10 is W 3,∞, because
of estimates such as (3.15). Note also that the constant L depends on the curve
curvature.

3.2. Distributional properties of gradients of harmonic maps

In this section, and in the following, we often deal with BV-functions u (functions
of bounded variation). In this case, if not otherwise advised, we will always denote
by Du the distributional derivative of u, and by ∇u the absolutely continuous part
of Du with respect to the Lebesgue measure.

Theorem 3.13. Let L be a closed Lipschitz curve in Ω and let b ∈ 2πZ
3. Then

for any Lipschitz surface S with boundary L as in assumption 3.1, every solu-
tion u to (3.1) belongs to BV p(Ω,R3) with 1 � p < 3/2, satisfies Div ∇u = 0 and
−Curl ∇u = b⊗ L as distributions, with ∇u the part of the gradient of u that is
absolutely continuous with respect to the Lebesgue measure.

Proof. Let u be a solution to (3.1) and let us first assume L smooth. By (3.6),
∇u ∈ Lp(Ω,R3×3) for p < 2 (see the second statement of theorem 6.3). It has been
shown that u is smooth outside S where it has a jump of amplitude b. In particular,
u belongs to SBV (Ω,R3) and its distributional derivative is given by

〈Du,ϕ〉 := −〈u, div ϕ〉 = S(ϕ) + 〈∇u, ϕ〉, (3.16)

for all ϕ ∈ C∞
c (Ω,R3×3), where S denotes the distribution S(ϕ) = −

∫
S
NjbiϕijdH2.
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Analytic and geometric properties of dislocation singularities 19

Let us prove that −Curl ∇u = b⊗ L. To this aim, let us take ψ ∈ C∞
c (Ω,R3×3)

and write

−〈Curl ∇u, ψ〉 := − 〈∇u, Curl ψ〉 = −〈Du, Curl ψ〉 + S(Curl ψ)

=
∫

L

τjbiψijdH1 = b⊗ L(ψ), (3.17)

where the second equality follows from (3.16) with ϕ = Curl ψ, and the third one
by Stokes theorem. We now prove that Div ∇u = 0. We take ψ ∈ C∞

c (Ω,R3) and
write

− 〈Div ∇u, ψ〉 := 〈∇u,∇ψ〉 = 〈Du,∇ψ〉 − S(∇ψ), (3.18)

and using the explicit formula (3.2) for u, we obtain

〈Du,∇ψ〉 = bk

〈
Di

∫
S

∂NΓk(x′ − ·)dH2(x′),Diψ

〉

= −
∫

S

bk〈ΔΓk(x′ − ·),DjψNj〉dH2(x′)

= −bk
∫

S

∂Nψk(x′)dH2(x′) = S(∇ψ),

so that plugging the last identity in (3.18), we obtain Div ∇u = 0.
Let us now treat the general case. We proceed by approximation, so let Ln be

a sequence of curves converging uniformly and in the sense of currents to L, let
Sn be surfaces converging in the same sense to S, and let un be the corresponding
solutions. Let Vn be the solution to the system⎧⎨

⎩
−Curl U = −b⊗ Ln in Ω

div U = 0 in Ω
UN = 0 on ∂Ω,

, (3.19)

which, by theorem 6.3 below also satisfies ‖U‖Lp � c|μ|(Ω), with c = c(Ω), so that
we infer ‖Vn‖Lp(Ω) � |b||Ln| for 1 � p < 3/2. So far, we have proved that ∇un

differs from −Vn by the gradient of a harmonic map whose boundary datum at
∂Ω are bounded since d(Ln, ∂Ω) > δ > 0 (this can be seen computing ∇unN by
formula (3.3)). In particular, we find that there are constants c1, c2 > 0 such that
‖∇un‖Lp(Ω) � c1|b||Ln| + c2 for 1 � p < 3/2. Now it is easy to see that un ⇀ u
weakly* in BV p(Ω,R3), and the conclusion easily follows. �

Remark 3.14. In order to prove that Div ∇u = 0, we might also argue as follows.
Let Ŝ ⊃ S such that Ŝ separates Ω in two parts Ω− and Ω+. Then for every test
function ϕ ∈ C∞

c (Ω,R3) it holds∫
Ω

∇u∇ϕdx =
∫

Ω+
∇u∇ϕdx+

∫
Ω−

∇u∇ϕdx =

−
∫

Ω+
Div ∇uϕdx−

∫
Ω−

Div ∇uϕdx+
∫

Ŝ+
∂Nu

+ϕdx−
∫

Ŝ−
∂Nu

−ϕdx = 0.
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20 Riccardo Scala and Nicolas Van Goethem

Moreover, if the curve L is smooth, it can be proved that ∇u ∈ Lp(Ω,R3×3) for
all 1 � p < 2. This will be addressed in theorem 6.3 below.

Remark 3.15. The statement of theorem 3.13 readily applies to the case of L being
a finite union of Lipschitz curves.

According to corollary 3.3, the counterpart of theorem 3.13 for a vector-valued
displacement in linear elasticity reads as follows:

Corollary 3.16. Let L ⊂ Ω be the union of a finite number of smooth dislocation
loops and S ⊂ Ω a smooth surface enclosed by L. Referring to lemma 3.3, let w be
the solution of

−div (A∇w) = 0 in R
3 \ S, [w] = B ∈ 2πZ

3, [(A∇w)N ] = 0 on S,

given by (3.5). Then w ∈ SBV (Ω,R3), ∇w ∈ Lp(Ω,R3) for 1 � p < 2 and
−Curl ∇w = B ⊗ L in the distribution sense, where ∇w is the absolutely continu-
ous part of the distributional derivative Dw in Ω. Moreover, −div (A∇w) = 0 in
R

3 \ C, w ∈ C∞(Ω \ L,R3) and it holds

|∇w(x)| � c|B|l
(

1 +
1

d(x,L)

)
, (3.20)

with c a constant depending on the maximal curvature of L, and l its length.

The bound (3.20) is proved as in theorem 3.4, since A is a bounded tensor.

4. Main result: boundary of the graph of T
3-valued harmonic maps

Preliminary notions. We introduce the following notation. For all b ∈ R
3, we

define the 1-current �b ∈ D1(T3) as

�b(ω) := − 1
2π

∫ 2π

0

〈
ω

(
b1θ

2π
,
b2θ

2π
,
b3θ

2π

)
, b

〉
dθ, (4.1)

for any 1-form ω ∈ D1(T3). It is easy to see that M(�b) = |b|. The fact that we are on
the torus, that is, ω is 2π-periodic on R

3, implies that �b is a closed current whenever
b ∈ 2πZ

3. Moreover, it is convenient to define, for all b ∈ R
3 and all r ∈ R

3, the
1-current �br ∈ D1(T3) as

�br(ω) := − 1
2π

∫ 2π

0

〈
ω

(
r1 +

b1θ

2π
, r2 +

b2θ

2π
, r3 +

b3θ

2π

)
, b

〉
dθ, (4.2)

for any 1-form ω ∈ D1(T3). Also in this case M(�br) = |b| for all r ∈ R
3. Note that

if b ∈ 2πZ
3 and there is a real number δ such that b = δr, then the currents �b = �br

thanks to the periodicity of the forms in D1(T3).
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We denote by L ∧�b the 2-current in Ω × T
3 defined as

L ∧�b(ω) = − 1
2π

∫
L

∫ 2π

0

〈
ω

(
x,
bθ

2π

)
, τ̄ ∧ b̄

〉
dθdH1(x), (4.3)

for any 2-form ω ∈ D2(Ω × T
3) (we mean τ̄ = (�τ , 0) ∈ R

3 × R
3, the tangent vector

to L in Ω × R
3, and b̄ = (0, b) ∈ R

3 × R
3, with �τ the tangent vector to L in Ω).

The cylindrical neighbourhood. Let L be a closed loop of class C2. There
is a cylindrical neighbourhood DR of L, with cylindrical coordinates (ρ, θ, z) ∈
[0, R] × [0, 2π] × [0, l]/ ∼, where ∼ means that the coordinate θ = 0 (and z = 0) is
identified with θ = 2π (resp. z = l). The neighbourhood DR is also parametrized by
the coordinates (x, y, z) by setting x = ρ cos θ and y = ρ sin θ. Let S be a smooth
surface with boundary L and such that S ∩DR coincides with the set {θ = 0}.
We suppose assumption 3.1 on the regularity of S. The tangent space to ∂DR is a
2-dimensional plane with orthonormal basis {σ, τ}, with τ representing the vector
tangent to the curve, and then corresponding to the z coordinate, and σ tangent to
the section (orthogonal to L) of ∂DR, namely corresponding to the coordinate θ.

4.1. Statement of the main theorem

We are ready to prove the following:

Theorem 4.1. Let S be a smooth surface in Ω whose boundary L is a smooth and
closed curve in Ω, both satisfying assumption 3.1. Let b = (b1, b2, b3) ∈ 2πZ

3 and let
u = (u1, u2, u3) : Ω → R

3 be the map where ui is given by (3.2) with b = bi. Then
Gu is an integral current in D3(Ω × T

3) and its boundary is given by

∂Gu(ω) = L ∧�b(ω), (4.4)

for all ω ∈ D2(Ω × T
3).

Let Φθ(x) := (x, b1θ/2π, b2θ/2π, b3θ/2π) and define the tensor test function ϕω

associated with any form ω ∈ D2(Ω × T
3) componentwise as

ϕω
αβ :=

∫ 2π

0

〈ω ◦ Φθ, eα ∧ εβ〉
2π

dθ, (4.5)

where α, β = 1, 2, 3. Then, our main result can be restated as

∂Gu(ω) = ΛL(ϕω) := L ⊗ b(ϕω), (4.6)

for all ω ∈ D3(Ω × T
3), where ϕω is defined by (4.5).

Remark 4.2. For all ω ∈ D2(Ω × T
3) let us write ω =

∑2
i=0 ω

i where we have set

ωi :=
∑

α:|α|=i

ωαβdx
α ∧ dyβ . (4.7)

In other words, ωi represents the components of ω whose coefficient dxα ∧ dyβ

has a i-dimensional horizontal component (dxα) and a 2 − i dimensional vertical
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22 Riccardo Scala and Nicolas Van Goethem

component (dyβ). It is seen that ∂Gu only depends on the mixed components of ω,
that is, on the component ω1 in (4.7).

Corollary 4.3. Let S be a Lipschitz surface in Ω whose boundary L is a Lipschitz
and closed curve in Ω. Let b = (b1, b2, b3) ∈ 2πZ

3 and let u = (u1, u2, u3) : Ω → R
3

be a map with ui satisfying (3.2) with b = bi. Then Gu is an integral current in
D3(Ω × T

3) and (4.4) holds.

Proof. We proceed by approximation. Let {Lk}k>0 be a sequence of smooth closed
curves approximating L (uniformly and in the sense of 1-currents) and let {Sk}k>0

be smooth surfaces with boundary {Lk}k>0 and converging (uniformly and in the
sense of currents) to S. Let uk be maps as in theorem 4.1 with L replaced by Lk and
S replaced by Sk. Thanks to the uniform convergence of Sk to S and using formula
(3.2) we see that uk converges pointwise to u, and then strongly in Lp(Ω,T3).
Since Lk are converging uniformly to L whose length is finite, the lengths of Lk

are uniformly bounded so the same argument employed in theorem 3.13 gives a
uniform bound in Lp(Ω), with p < 3/2, for the 1 × 1 minors of Duk, while the
higher-order minors are all null. Therefore, there are maps vβ

ᾱ ∈ Lp(Ω) such that,
up to a subsequence, Mβ

ᾱ (Duk) ⇀ vβ
ᾱ weakly in Lp(Ω). Finally, the lengths of Lk

being uniformly bounded, theorem 4.1 provides a uniform bound on the masses of
∂Guk

. Now theorem 2.3 applies and implies that u ∈ Ap(Ω,T3). In particular, we
have that uk ⇀ u weakly in Ap(Ω,T3), thus lemma 2.2 implies that ∂Guk

⇀ ∂Gu

as currents, and the fact that for uk the explicit form (4.4) holds true implies that
it holds also at the limit, concluding the proof. �

4.2. Proof of theorem 4.1

In the sequel, we will use the notation

Φ := Id× u : Ω → Ω × T
3.

Before proving theorem 4.1, we state the following preliminary fact:

Lemma 4.4. Let u be as in theorem 4.1. Then u ∈ Ap(Ω,T3) for all 1 � p < 2.

Proof. The fact that u ∈W 1,p(Ω,T3) for all 1 � p < 2 can be proved as in theorem
6.3 below. Moreover, lemma 3.7 shows that u is well-defined in T

3. In order to
prove that it belongs to Ap(Ω,T3), we need to show that all its minors Mβ

ᾱ (Du)
belong to Lp(Ω). Thanks to theorem 3.4 it is easy to see that every 1 × 1-minor
belongs to Lp(Ω). Moreover, from lemma 3.2 we have that u1, u2, and u3 differ by
a multiplicative constant so that the rows of the matrix Du are linearly dependent.
In particular, all the minors >1 × 1 vanish, and the thesis follows.

�

Proof of theorem 4.1. Let uε be the restriction of the map u to Ωε := Ω \ D̄ε,
uε := u�Ωε

, where Dε := {(ρ, θ, z) ∈ [0, R] × [0, 2π] × [0, l]/ ∼: ρ < ε} is a cylindri-
cal neighbourhood of L. The graph Guε

is the restriction of the graph Gu to the
open set Ωε × T

3. Formula (2.6) and the Dominated Convergence Theorem readily
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Analytic and geometric properties of dislocation singularities 23

implies that Guε
⇀ Gu as currents. As a consequence, we find

∂Guε
⇀ ∂Gu.

In order to compute explicitly the boundary of Gu, we write ∂Guε
(ω) = Guε

(dω),
for ω ∈ D2(Ω × R

3). Lemma 3.7 implies that u is smooth outside a neighbourhood
of L so that we can apply the Stokes Theorem and find

∂Guε
(ω) =

∫
∂Dε

〈
ω ◦ Φ,

∂Φ
∂σ

∧ ∂Φ
∂τ

〉
dH2,

where (σ, τ) is an orthogonal coordinate system in the tangent space to ∂Dε. The
gradient of Φ reads

(DΦ) =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1 0 0
0 1 0
0 0 1
∂u1

∂x1

∂u1

∂x2

∂u1

∂x3
∂u2

∂x1

∂u2

∂x2

∂u2

∂x3
∂u3

∂x1

∂u1

∂x2

∂u3

∂x3

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (4.8)

Let ∂Dε
∼= [0, 2π] × [0, l]/ ∼ for all (θ, τ) ∈ ∂Dε. In the coordinate system

(ρ, σ, τ, y1, y2, y3) it holds

(D(Φ�∂Dε
)) =

(
∂Φ
∂σ

,
∂Φ
∂τ

)
=

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 0
1 0
0 1
∂u1

∂σ

∂u1

∂τ
∂u2

∂σ

∂u2

∂τ
∂u3

∂σ

∂u3

∂τ

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (4.9)

If ω = ωijdz
i ∧ dzj , with 1 � i < j � 6, where we have defined z1 = ρ, z2 = σ,

z3 = τ , and zk+3 = yk for k = 1, 2, 3, we can write∫
∂Dε

〈
ω ◦ Φ,

∂Φ
∂σ

∧ ∂Φ
∂τ

〉
dH2(x) =

∫
∂Dε

ωij(x, u(x))M̃
j
i (D(Φ�∂Dε

(x)))dH2(x),

(4.10)
with M̃ j

i (D(Φ�∂Dε
(x))) being the minor of D(Φ�∂Dε

) given by the i-th and j-th
rows. From (4.9), we see that the (2 × 2)-minors of D(Φ�∂Dε

) which are nonzero
are the only ones involving either the second or third row. So (4.10) reads

∫
∂Dε

(
ω23(x, u(x))+

6∑
k=4

(
ω2k(x, u(x))

∂uk−3

∂τ
(x)−ω3k(x, u(x))

∂uk−3

∂σ
(x)
))

dH2(x)
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=
∫

∂Dε

ω23(x, u(x))dH2(x)+
6∑

k=4

∫ 2π

0

∫ l

0

εω̃2k(ε, θ, τ, u(ε, θ, τ))
∂uk−3

∂τ
(ε, θ, τ)dτdθ

−
6∑

k=4

∫ l

0

∫ 2π

0

εω̃3k(ε, θ, τ, u(ε, θ, τ))
∂uk−3

∂σ
(ε, θ, τ))dθdτ, (4.11)

where ω̃ := ω det Ψ, with Ψ : [0, ε] × [0, 2π] × [0, l] → Dε is the map of change of
variables. Note that by the assumption of smoothness of L, we have that Ψ is
smooth and det Ψ = 1 on L. Now the first term of the right-hand side of (4.11)
vanishes as ε→ 0 since ω is bounded and H2(∂Dε) → 0. Integrating by parts the
second term and using theorem 3.10, we obtain

6∑
k=4

∫ 2π

0

ε

∫ l

0

∂ω̃2k

∂τ
(ε, θ, τ, u(ε, θ, τ))uk−3(ε, θ, τ)dτdθ =

=
6∑

k=4

∫ 2π

0

ε

∫ l

0

∂ω̃2k

∂τ
(ε, θ, τ, u(ε, θ, τ))

(
θbk−3

2π
+O(1)

)
dτdθ

+
6∑

k=4

∫ 2π

0

ε

∫ l

0

3∑
h=1

∂ω̃2k

∂x3+h
(ε, θ, τ, u(ε, θ, τ))

∂uh

∂τ
(ε, θ, τ)

(
θbk−3

2π
+O(1)

)
dτdθ,

(4.12)

where |O(1)| � c as ε→ 0 so that its absolute value can be estimated by
εc‖∂ω̃2k/∂xi‖L∞ thanks to theorem 3.10, whereby this term vanishes as well as
ε→ 0.

As for the third term of (4.11), we first set

R(ε) := −
6∑

k=4

∫ 2π

0

∫ l

0

εΔω̃3k(ε, θ, τ, u(ε, θ, τ))
∂uk−3

∂σ
(ε, θ, τ))dτdθ,

with, recalling that uk−3(0+, θ, τ) = limε→0+ uk−3(ερ, θ, τ) = ((θ)/(2π))bk + c,

Δω̃3k(ε, θ, τ, u(ε, θ, τ)) := ω̃3k(ε, θ, τ, u(ε, θ, τ)) − ω̃3k(τ̂ , uk−3(0+, θ, τ)),

where τ̂ := (0, 0, τ). Since ∂/∂σ = 1/ε(∂/∂θ), we obtain

−
6∑

k=4

∫ l

0

∫ 2π

0

ω̃3k(τ̂ , uk−3(0+, θ, τ))
∂uk−3

∂θ
(ε, θ, τ)dθdτ +R(ε) =

= −
6∑

k=4

∫ l

0

ω̃3k

(
τ̂ ,
b1θ

2π
+ c,

b2θ

2π
+ c,

b3θ

2π
+ c

)
uk−3(ε, θ, τ)

∣∣∣θ=2π

0
dτ

+
6∑

k=4

∫ l

0

∫ 2π

0

d
dθ
ω̃3k

(
τ̂ ,
b1θ

2π
+ c,

b2θ

2π
+ c,

b3θ

2π
+ c

)
uk−3(ε, θ, τ)dθdτ +R(ε).

(4.13)
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Using theorem 3.4, for some constant c > 0, we have

|R(ε)| �
6∑

k=4

∫ 2π

0

∫ l

0

ε‖Δω̃3k(x, u(x))‖L∞(∂Dε)|
∂uk−3

∂σ
(ε, θ, τ)|dτdθ

� c

∫ 2π

0

‖Δω̃3k(x, u(x))‖L∞(∂Dε)dθ → 0,

as ε→ 0, by (3.6) and being ω̃3k(ε, θ, τ, u(ε, θ, τ)) uniformly continuous at ε = 0,
again thanks to theorem 3.10 and the fact that L is compact. So that letting ε→ 0
in (4.13), using theorem 3.10, integrating by parts again, and taking into account
the periodicity of ω, (4.13) becomes

−
6∑

k=4

∫ l

0

∫ 2π

0

ω3k

(
τ̂ ,
b1θ

2π
+ c,

b2θ

2π
+ c,

b3θ

2π
+ c

)
bk−3

2π
dθdτ

= − 1
2π

∫ l

0

∫ 2π

0

〈
ω

(
τ̂ ,
b1θ

2π
,
b2θ

2π
,
b3θ

2π

)
, τ̄ ∧ b̄

〉
dθdτ

= L ∧�b(ω), (4.14)

since in the local basis τ̄ = (�τ , 0) = (0, 0, 1, 0, 0, 0). The proof is completed. �

4.3. Extensions of theorem 4.1

In this section, we discuss some extensions of theorem 4.1.

4.3.1. The case with a finite number of loops

Theorem 4.5. Let S be the union of N > 0 Lipschitz surfaces Sk in Ω whose
boundary L is the union of the corresponding boundaries Lk, that is, closed curves
in Ω. Let b = (b1, b2, b3) ∈ 2πZ

3 and let u = (u1, u2, u3) : Ω → R
3 be a map such

that ui satisfies (3.2) with b = bi, i = 1, 2, 3. Then Gu is an integral current in
D3(Ω × T

3) and (4.4) holds.

Proof. Let us first suppose that Sk and Lk are smooth and that the curves Lk

are mutually disjoint. Then we will obtain the general result by approximation by
means of theorem 2.3, arguing as in the proof of Corollary 4.3. Since N is finite,
we see that L is compact and there is a tubular neighbourhood around L. We can
then argue as in the proof of theorem 4.1, obtaining a formula similar to (4.13).
The thesis follows since R(ε) in (4.13) still vanishes thanks to corollary 3.8, and
∂uk−3/∂σ(ε, θ, τ) in (4.12) still tends to 0. �
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4.3.2. Perturbation by a smooth function

Theorem 4.6. Let S, L, b and u as in theorem 4.5, and let v ∈ C1(Ω̄,R3). Then
Gu+v is the integral current in D3(Ω × T

3) given by

∂Gu+v(ω) = L ∧�b(ω) + Cu+v(ω), (4.15)

for all ω ∈ D2(Ω × T
3), with Cu+v defined as

Cu+v(ω) =
1
2π

∫
L

∫ 2π

0

〈
ω

(
x,
bθ

2π
+ v(x)

)
,
∂v̄

∂τ
∧ b̄
〉

dθdH1(x), (4.16)

for all ω ∈ D2(Ω × T
3) and with v̄ = (0, v) ∈ C1(Ω̄,R3 × R

3). In particular, it holds

M(∂Gu+v) � C(1 + ‖Dv‖L∞(Ω))|L ⊗ b|(Ω). (4.17)

Proof. As in theorem 4.1, we first prove the result for a smooth loop L and then
we obtain the general case arguing as in theorem 4.5. Let us check that u+ v ∈
Ap(Ω,T3). To this aim let us prove that adj (Du+Dv) and det (Du+Dv) are
summable functions. Since the rows of Du are linearly dependent it follows that

det (Du+Dv) = det

⎛
⎝ Dv1
Dv2
Dv3

⎞
⎠+ det

⎛
⎝ Du1

Dv2
Dv3

⎞
⎠+ det

⎛
⎝ Dv1
Du2

Dv3

⎞
⎠+ det

⎛
⎝ Dv1

Dv2
Du3

⎞
⎠ .

Since Dvi ∈ C0(Ω̄,R3), in particular, it is bounded so that all the determinants
belong to Lp(Ω,R3) thanks to (3.6). A similar argument applies for adj (Du+Dv).

To compute the boundary of Gu+v, we proceed as in the proof of Corollary 4.3
(and theorem 4.1), resulting in (4.10). This formula, setting w := u+ v, takes the
form

∫
∂Dε

ω23(x,w(x)) +
3∑

k=1

(
ω2k(x,w(x))

∂uk

∂τ
(x) − ω3k(x,w(x))

∂uk

∂σ
(x)
)

dH2(x)

+
∫

∂Dε

3∑
k=1

(
ω2k(x,w(x))

∂vk

∂τ
(x) − ω3k(x,w(x))

∂vk

∂σ
(x)
)

dH2(x)+

+
∑

4�i<j�6

∫
∂Dε

ωij(x,w(x))M̃ j
i (D(Id × v)�∂Dε

(x))dH2(x)

+
∑

4�i�=j�6

∫
∂Dε

ωij(x,w(x))
(
∂ui−3

∂σ

∂vj−3

∂τ
− ∂ui−3

∂τ

∂vj−3

∂σ

)
dH2(x), (4.18)

where in the last term we have used the convention, with a little abuse of notation,
that ωji := −ωij for i < j. The first row, as seen by (4.11), tends to (4.14), the sec-
ond and the third ones vanish as ε→ 0 since v is smooth and its partial derivatives
are bounded. The terms of the last row containing ∂ui−3/∂τ and ∂vj−3/∂σ vanish
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again thanks to theorem 3.10 and the smoothness of L. It remains to study the
term∑

4�i�=j�6

∫
∂Dε

ωij(x,w(x))
∂ui−3

∂σ

∂vj−3

∂τ
dH2(x) =

= Rw(ε) +
∑

4�i�=j�6

∫ l

0

∫ 2π

0

εω̃ij(τ̂ , w(0+, θ, τ))
∂vj−3

∂τ
(τ̂)

∂ui−3

∂σ
(ε, θ, τ)dθdτ,

(4.19)

with τ̂ := (0, 0, τ) and

Rw(ε) =
∑

4�i�=j�6

∫ l

0

∫ 2π

0

εΔ
(
ωij

∂vj−3

∂τ

)
(ε, θ, τ)

∂ui−3

∂σ
(ε, θ, τ)dθdτ,

and

Δ
(
ωij

∂vj−3

∂τ

)
(ε, θ, τ) := ω̃ij(ε, θ, τ, w(ε, θ, τ))

∂vj−3

∂τ
(ε, θ, τ)

− ω̃ij(τ̂ , w(0+, θ, τ))
∂vj−3

∂τ
(τ̂).

Arguing as for R(ε) in (4.13) we see that Rw(ε) is negligible as ε→ 0, while arguing
as in (4.13) and taking into account that w(0+, θ, τ) = (bθ/2π) + c+ v(τ̂), the last
term in (4.19) tends to

∑
4�i�=j�6

∫ l

0

∫ 2π

0

ωij

(
τ̂ ,
bθ

2π
+ c+ v(τ̂)

)
∂vj−3

∂τ
(τ̂)

bi−3

2π
dθdτ

=
∑

4�i�=j�6

∫ l

0

∫ 2π

0

ωij

(
τ̂ ,
bθ

2π
+ v(τ̂)

)
∂vj−3

∂τ
(τ̂)

bi−3

2π
dθdτ

=
∑

4�i<j�6

∫ l

0

∫ 2π

0

ωij

(
τ̂ ,
bθ

2π
+ v(τ̂)

)(
∂vj−3

∂τ
(τ̂)

bi−3

2π
− ∂vi−3

∂τ
(τ̂)

bj−3

2π

)
dθdτ

= Cu+v(ω),

where we have considered the periodicity of ω. The bound (4.17) now readily follows.
�

5. Main result second form: Euclidean setting and jump surface

In this section, we express the boundary of the graph of u as a current in Ω × R
3,

hence without avoiding the jump of u on the surface S.

5.1. Expression of the boundary graph for R
3-valued displacement

In this paper, the main result theorem 4.1 is presented without referring to the
surface S (in the final formulae) since torus-valued maps are considered. Nonethe-
less, the formulae in the Euclidean setting might be of interest with a view to the
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introduction of misfit energy terms as explained in § 6.6. The derivation of such
formulae is rather technical, though they do not require new notions with respect
to those exposed in the paper core. This is the reason why the complete proof is
given in Appendix A.

Let us introduce the following notation. For all b ∈ R
3 and all r ∈ R

3, we define
the 1-current �br ∈ D1(R3) as

�br(ω) := − 1
2π

∫ 2π

0

〈
ω

(
r1 +

b1θ

2π
, r2 +

b2θ

2π
, r3 +

b3θ

2π

)
, b

〉
dθ, (5.1)

for any 1-form ω ∈ D1(R3). Moreover, M(�br) = |b| for all r ∈ R
3.

Let τ be an arc length parameter along the curve L. As in theorem 3.10, we will
denote by u(τ) the value of the limit as ε→ 0 of u(ε, θ = 0, τ), with {ε, θ, τ} a system
of cylindrical coordinates around L taken in such a way that θ = 0 corresponds to
the set of points in the surface S, so that the lower and upper traces of u on
S can be denoted by u(ε, 0, τ) and u(ε, 2π, τ), respectively (at least in a small
neighbourhood of L). Since the jump of u is the constant b on S we can assume
u(ε, 2π, τ) = b+ u(ε, 0, τ). With this convention u(τ) := limε→0 u(ε, 0, τ).

We have denoted by L ∧�bu the 2-current in Ω × R
3 defined as

L ∧�bu(ω) = − 1
2π

∫
L

∫ 2π

0

〈
ω

(
x, u(τ) +

bθ

2π

)
, τ̄ ∧ b̄

〉
dθdH1(x), (5.2)

for any 2-form ω ∈ D2(Ω × R
3).

Theorem 5.1. Let L be a smooth closed curve in Ω and let S be a smooth surface
with ∂S = L. Let b ∈ R

3 and let ui ∈ SBV (Ω) be the solution to (3.1) with b = bi
for i = 1, 2, 3. Let v ∈ C1(Ω̄,R3) and set u = (u1, u2, u3), and w := u+ v. Then Gu

and Gw are integral currents in D3(Ω × R
3) and it holds

∂Gu(ω) = L ∧�bu(ω) +
∫

S

(ω12(x, u(x) + b) − ω12(x, u(x)))dH2(x)

+
6∑

k=4

∫
S

bk−3(ω1k(x, u(x) + b) − ω1k(x, u(x)))
∂û

∂τ2
dH2(x)

−
6∑

k=4

∫
S

bk−3(ω2k(x, u(x) + b) − ω2k(x, u(x)))
∂û

∂τ1
dH2, (5.3)

for all ω ∈ D2(Ω × R
3), where {τ1, τ2} is an orthogonal basis for S, and û is the

solution to (3.1) with b = 1. In the previous formula u and u+ b are the two traces
of u on the lower and upper face of S. Moreover,

∂Gw(ω) =
∑

4�i<j�6

∫
S

(ωij(x,w(x) + b) − ωij(x,w(x)))

(
∂wi−3

∂τ1

∂wj−3

∂τ2
− ∂wj−3

∂τ1

∂wi−3

∂τ2

)
dH2(x)

+
∫

S

(ω12(x,w(x) + b) − ω12(x,w(x)))dH2(x)
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+
6∑

k=4

∫
S

(ω1k(x,w(x) + b) − ω1k(x,w(x)))
∂wk−3

∂τ2
dH2(x)

−
6∑

k=4

∫
S

(ω2k(x,w(x) + b) − ω2k(x,w(x)))
∂wk−3

∂τ1
dH2(x)

+ L ∧�bw(ω) + Cw(ω), (5.4)

for all ω ∈ D2(Ω × R
3), where Cw is a rectifiable 2-current with support in C × R

3

given by

Cw(ω) :=
1
2π

∫
L

∫ 2π

0

〈
ω

(
x,
bθ

2π
+ w(x)

)
,
∂v̄

∂τ
(x) ∧ b̄

〉
dθdH1(x), (5.5)

with v̄ = (0, v) and for all ω ∈ D2(Ω × R
3). Furthermore,

M(Cw) � |L ⊗ b|(Ω)‖Dv‖L∞ .

In particular, there exists a constant c > 0 depending only on the geometry of L
such that

M(∂Gu) � |L ⊗ b|(Ω) + cH2(S), (5.6)

and

M(∂Gw) � (1 + ‖Dv‖L∞)(|L ⊗ b|(Ω) + cH2(S)) + H2(S)‖Dv‖2
L∞ . (5.7)

For a proof, we refer to Appendix A.

6. Application to dislocations at the continuum scale

6.1. Preliminaries on dislocations at the continuum scale

In this section, we will often identify loops with 1 integral currents so that we
will employ the same notation L for both. The following lemma characterizes the
divergence-free measures which are supported on a 1-dimensional set as dislocation
measures.

Lemma 6.1 (Dislocation measure). Let μ ∈ Mb(Ω,R3×3) be a divergence-free mea-
sure which is absolutely continuous with respect to the H1-measure restricted to a
simple Lipschitz curve L with tangent vector τ and such that L is either closed or
ends at the boundary of Ω. Then μ is a dislocation-measure, that is, there exists a
constant vector b such that

μ = b⊗ τH1
�L.

Proof. By definition 〈μ, ϕ〉 =
∫
LM(x) · ϕ(x)dH1(x) for every ϕ ∈ C∞

c (Ω,R3×3),
with M ∈ L1(L,R3×3). Moreover, 〈μ,Dψ〉 = 0 for every ψ ∈ C∞

c (Ω,R3). Let
{ν, σ, τ} be a local orthogonal basis attached to x ∈ L, and let (t, z, s) be the
associated coordinate system in a neigbourhood of L. By orthogonal decomposi-
tion, Mij = Mikτkτj +Mikνkνj +Mikσkσj and ϕij = ϕikτkτj + ϕikνkνj + ϕikσkσj
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for all i = 1, 2, 3. Let ξ, η : L → R
3 be smooth functions with compact support and

set ψ(t, z, s) = ξ(s)z + η(s)t. One has ∂sψ(x) = ξ̇z + η̇t = 0 for x = (0, 0, s) ∈ L.
Moreover, ∂tψ|L = η and ∂zψL = ξ, so that one has 0 =

∫
LM(x) ·Dψ(x)dH1

=
∫
L(Mijηiνj +Mijξiσj)dH1, and hence Mij = biτj with bi := Mikτk. Taking

now ϕ = Dψ for an arbitrary ψ smooth with compact support, it results from
the closedness property of L that 0 =

∫
L b · ∂τψdH1 = −

∫
L ∂τ b · ψdH1, and b is

constant. �

According to lemma 6.1, a dislocation loop is defined as a simple closed curve L
in Ω which has an associated Burgers vector b ∈ Z

3. The deformation gradient F
around L satisfies the condition

−Curl F = ΛT
Lb := b⊗ τH1�L,

where τ is an oriented tangent vector to L. For any b ∈ 2πZ
3 we call a b-dislocation

current a 1-integer multiplicity current Lb that produces a curl of the deformation
gradient given by the density ΛLb , hence satisfying

〈ΛLb , w〉 = Lb((wb)∗), (6.1)

for every w ∈ C∞
c (Ω,R3×3), where in the right-hand side (wb)∗ is the covector writ-

ing (wb)∗ := wkjbjdx
k (with sums on the repeated indices). Moreover, ΛLb is a

Radon measure as soon as M(Lb) is finite. In the sequel, we will use the following
shortcut notation:

ΛLb = Lb ⊗ b = τ b ⊗ bθb H1�L, (6.2)

with θb the multiplicity of the vector b (see [37] for details).

Definition 6.2 (Regular dislocation). Let us set B := 2πZ
3 the set of admissible

Burgers vectors. A regular dislocation is a sequence of b-dislocation currents L :=
{Lb}b∈B. We associate to each dislocation a dislocation current, still denoted by L,
and the associated dislocation density ΛL,

L :=
∑
b∈B

Lb, ΛL :=
∑
b∈B

ΛLb . (6.3)

With this definition it is possible to model dislocations with every possible
Burgers vector. It is possible to split the current L on the canonical basis of R

3,

L = L1 + L2 + L3,

in such a way that Li has ei as associated Burgers vector and satisfies

ΛL = ΛL1 + ΛL2 + ΛL3 =
3∑

i=1

Li ⊗ ei.

Moreover, as proved in [37], one has

|Li|Ω � c|ΛL|M(Ω), (6.4)

for some constant c > 0 independent of i and Ω.
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6.2. Invertibility of the curl

Let Mdiv(Ω̂,R3×3) denote the space of divergence-free bounded Radon measures
with values in R

3×3. The following result is an extension of a result by Bourgain
and Brezis [9] that we can prove thanks to the results of previous sections.

Theorem 6.3 (Biot-Savart). Let Ω̂ ⊂ R
3 be an open simply connected and smooth

set. Let μ be a tensor-valued Radon measure such that μ ∈ Mdiv(Ω̂,R3×3). Then
there exists a unique F ∈ L1(Ω̂,R3×3) solution of⎧⎨

⎩
−Curl F = μ in Ω̂

div F = 0 in Ω̂
FN = 0 on ∂Ω̂.

(6.5)

Moreover, F belongs to Lp(Ω̂,R3×3) for all p with 1 � p < 3/2 and for all such p
there exists a constant C > 0 satisfying

‖F‖p � C|μ|(Ω̂). (6.6)

In the case that μ = b⊗ τ H1�L, for some b ∈ R
3 and a C2-closed curve L in Ω̂

with unit oriented tangent vector τ , then the solution F belongs to Lp(Ω̂,R3×3) for
all p < 2.

The proof of the first statement is a straightforward extensions of the main results
in [9], also discussed in [15]. Thus we omit it. We address here only the proof of
the second statement.

Proof of the sharp result for a smooth curve. We will use the fact that the solution
F is a smooth perturbation of the field G satisfying{
−Curl G = b⊗ τ H1�L in Ω̂

div G = 0 in Ω̂.
, and given explicitely by ∇u with u given

by (3.2) (see theorem 3.13). Now, we will use the estimate (3.6) for G, proven
in lemma 3.4, which asserts that there is a constant c > 0 depending only on the
curvature of L such that, for x ∈ Ω,

|∇G|(x) � c|b|l
(

1 +
1

d(x,L)

)
, (6.7)

where l denotes the length of the curve L. Since L has bounded curvature there
exists δ0 > 0 and a constant c̃ > 0 such that there holds

∀δ < δ0 H2({x : d(x,L) = δ}) � 2πlc̃δ. (6.8)

Using (6.7), (6.8), exploiting that the map x �→ d(x,L) has gradient such that
|∇d| = 1 a.e. in Ω, and employing the co-area formula, we estimate

∫
Ω̂

|G|pdx =
∫ diam(Ω̂)

0

∫
{d=r}

|G|pdH2dr � c+ c

∫ diam(Ω̂)

0

r

rp
dr < +∞, (6.9)

whenever p < 2. �
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6.3. Functional properties

Let 1 � p <∞ and introduce the vector space of tensor-valued fields

BCp(Ω,R3×3) := {F ∈ Lp(Ω,R3×3) s.t. Curl F ∈ Mb(Ω̄,R3×3)}, (6.10)

which endowed with the norm ‖F‖BCp := ‖F‖p + |Curl F |(Ω̄), is a Banach space.
Let us define

Lp
div(Ω,R

3×3) := {F ∈ Lp(Ω) s.t. div F = 0},

and the space

Ṽp(Ω) := {V ∈ Lp
div(Ω,R

3×3) s.t. Curl V ∈ Lp(Ω,R3×3), V N = 0 on ∂Ω}.
(6.11)

With a view to applications, it is convenient to define another open set Ω̂ such
that Ω ⊂⊂ Ω̂. We will also assume that both Ω and Ω̂ are simply connected. In
addition, we assume that Ω̂ has a smooth boundary.

Let 1 < p < 2 and let F ∈ BCp(Ω̂,R3×3) be such that, by virtue of theorem 6.3,
−Curl F = b⊗ L, with b ∈ 2πZ

3 and L a 1-integer multiplicity current which is
closed and with compact support in Ω̂. The Helmholtz decomposition in Lp(Ω̂,R3)
provides v ∈W 1,p(Ω̂,R3) and G ∈ Ṽp(Ω̂) such that (see [28] for details and further
references)

F = Dv + Curl G. (6.12)

If we set V := Curl G, then div V = 0, while since −Curl F = b⊗ L, we also have
−Curl V = b⊗ L. Thanks to the decomposition theorem for 1-integer multiplicity
currents (theorem 2.1) we find a sequence of Lipschitz maps

fk : S1 → Ω̂ such that L =
∑
k>0

fk�〚S1〛. (6.13)

Let us denote by Lk the closed Lipschitz curves fk(S1).

6.4. Expression of theorem 4.1 for a finite number of dislocation loops

Theorem 6.4. Let b ∈ 2πZ
3 be fixed, 1 < p < 2, L be a closed integral current

with compact support in Ω̂, and let V ∈ BCp(Ω̂,R3×3) ∩ Lp
div(Ω̂,R3×3) be such that

−Curl V = b⊗ L in Ω̂. Then there exists a map ũ ∈ Ap(Ω̂,T3) such that ∇ũ = V

almost everywhere in Ω̂, and

M(∂Gũ) � c|L ⊗ b|(Ω̂)(1 + |L ⊗ b|(Ω̂)), (6.14)

with c > 0 a constant depending only on Ω̂. Moreover, ũ = u− v with v ∈ C1( ¯̂Ω,R3),
u ∈ Ap(Ω̂,T3), and

∂Gu(ω) = L ∧�b(ω) = ΛL(ϕω) := L ⊗ b(ϕω), (6.15)

for all ω ∈ D2(Ω̂ × T
3).
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Recalling remark 4.2, ϕω is given by (4.5). Hence, theorem 6.4 provides an expres-
sion of the dislocation density in terms of the boundary of the graph of the
torus-valued displacement field u.

Proof. Let us first assume p < 3/2. To prove the Theorem, we will use the fact that
the following system

⎧⎨
⎩
−Curl U = μ in Ω̂

div U = 0 in Ω̂
UN = 0 on ∂Ω̂,

, (6.16)

has by theorem 6.3 a unique solution that also satisfies ‖U‖Lp � c|μ|(Ω̂), with
c = c(Ω̂). Another key fact is the following: if Ω̂ is a bounded open set with smooth
boundary, g ∈ C1,α(∂Ω̂,R3) with

∫
∂Ω̂
gdH2 = 0, and v ∈ C2,α(Ω̂,R3) is the zero-

mean-value solution to {
Δv = 0 in Ω̂
∂Nv = g on ∂Ω̂,

, (6.17)

then ‖v‖C2,α � c‖g‖C1,α(∂Ω̂), with c = c(Ω̂) (see, e.g., [22, theorems 6.30 and 6.31]).
We use the decomposition (6.13) for L and we first suppose that the maps fk

are smooth. The general case will follow using an approximation argument and
proceeding as in the proof of theorem 4.5. If Lk is a smooth closed curve, we
can choose a smooth surface Sk with boundary Lk, according to assumption 3.1.
Then we set S := ∪kSk and L := ∪kLk, we seek a solution u of (3.1) with these
S and L. Let us also set Ŝn := ∪n

k=0Sk and L̂n := ∪n
k=0Lk. For i = 1, 2, 3, let un

i

be the solution of (3.1) with Ŝn, L̂n, and bi. Theorem 3.13 and remark 3.15 show
that the distributional divergence of ∇un is zero, while the curl is given by −b⊗∑n

k=0 fk�〚S1〛. Up to subtracting a constant to un, we also suppose it has zero mean
value.

By hypotheses, it holds infk d(Lk, ∂Ω̂) > 0, and then un are of class C∞ on ∂Ω̂,
and their Ch(∂Ω̂) norms are uniformly bounded with respect to n for all h > 0 (tak-
ing into account that the set L = ∪kLk has finite length, and then S = ∪kSk has
finite H2-measure). Let vn be the solution to (6.17) with g := ∂Nu

n. From the esti-
mates of this solution we find ‖vn‖C1 � c1‖∂Nu

n‖C1,α(∂Ω̂) < c2, for some constant c2
independent of n. Setting ũn := un − vn, we see that ∇ũn solves system (6.5) with
μ = μn := b⊗

∑n
k=0 fk�〚S1〛, so that we also have ‖∇ũn‖p � |μn|(Ω̂) < c3, with c3

independent of n. In particular, we get ‖un‖W 1,p � ‖vn‖W 1,p + ‖ũn‖W 1,p � c, for
a constant c > 0 independent of n. Therefore, up to subsequences, un ⇀ u weakly
in W 1,p(Ω̂,R3), for some u ∈W 1,p(Ω̂,R3). Similarly, ũn ⇀ ũ and vn ⇀ v weakly
in W 1,p(Ω̂,R3), and from un = ũn + vn we infer u = ũ+ v. Since the rows of ∇un

are equal up to a multiplicative factor, we also get that all the minors of un are
uniformly bounded in Lp. Then, by theorem 2.3 and lemma 4.4, un weakly con-
verge in Ap(Ω̂,T3) to u (up to extracting further subsequences). Moreover, theorem
4.5 implies that for every n > 0 equation (4.4) holds for un, with L replaced
by
∑n

k=0 fk�〚S1〛. Now, lemma 2.5 implies that Gu is an integral current whose
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boundary satisfies

∂Gu(ω) =
∞∑

k=1

fk�〚S1〛 ∧�b(ω), (6.18)

for all ω ∈ D2(Ω̂ × T
3). To conclude the proof it suffices to observe that the maps

ũn are smooth in a neighbourhood of ∂Ω̂ with ∂N ũ
n vanishing on ∂Ω̂, and hence

∂N ũ also vanishes, in such a way that ∇ũ satisfies (6.5) with μ := b⊗ L. By the
smoothness properties of vn, it is also true that v satisfies (6.17) with a bounded and
smooth g = ∂Nu, so it is smooth in Ω̂ and lemma 4.6 implies (4.17). We now com-
pute g by using formula (3.3) and d(Lk, ∂Ω̂) > 0. Arguing similarly as in theorem 3.4
(actually deriving expression (3.3) and using the fact that d(L, ∂Ω̂) > 0) we show
that there is a constant c4 > 0 such that ‖g‖C1,α(∂Ω̂) � ‖g‖C2(∂Ω̂) � c4|b⊗ L|(Ω̂),
so that the inequality ‖v‖C1 � c‖g‖C1,α(∂Ω̂) together with (4.17) gives (6.14). The

thesis is proved when p < 3/2. Assume V ∈ Lp(Ω̂,R3×3) with 3/2 � p < 2. In
particular, V ∈ Lp(Ω̂,R3×3) with p < 3/2, so the previous argument shows that
V = ∇ũ = ∇u−∇v with ũ satisfying (6.14), u satisfying (6.15), and v of class C1.
In particular, ∇u ∈ Lp(Ω̂,R3×3) with 3/2 � p < 2, and the thesis follows. �

Remark 6.5. By definition of the uk, we have observed that for all k the three
components uk

i , i = 1, 2, 3, differ by a multiplicative factor. In particular, we have
seen that their gradients ∇uk

i (i.e., the rows of the matrix ∇uk) are linearly depen-
dent. As a consequence, the same is true for the gradients ∇ui. Thus, the three
components of the harmonic function v have as boundary data ∂Nui three lin-
early dependent vector fields. This implies, by the uniqueness of solution of elliptic
equations that also ∇vi are linearly dependent and hence that the final matrix
V = ∇u = ∇ũ−∇v has linearly dependent rows. Therefore, its pointwise adjunct
and determinant are constantly zero.

6.5. Two examples

In this section, we show how theorem 4.1 and its corollaries can be applied
to obtain closure properties of suitable classes of deformation fields. This goal is
achieved by means of two examples of variational problems. In both the examples
we deal with two bounded, simply connected and smooth open sets Ω and Ω̂, with
Ω ⊂⊂ Ω̂. We fix a boundary datum α for the dislocation current in Ω̂ \ Ω and a map
F̂ ∈ Lp(Ω̂,R3×3) with −Curl F̂ = ΛT

α on Ω̂ and satisfying some suitable properties.
Then we are interested in the minimization problem

min
F∈F

W(F ),

where F varies in a suitable class of admissible fields F satisfying F = F̂ on Ω̂ \ Ω.

6.5.1. A variational problem related to dislocations in finite elasticity. We deal with
an energy W with the form

W(F ) := We(F ) + Wdefect(Curl F ), (6.19)

where we assume the following properties on We and Wdefect:

https://www.cambridge.org/core/terms. https://doi.org/10.1017/prm.2018.57
Downloaded from https://www.cambridge.org/core. Universidade de Lisboa, on 26 Mar 2019 at 13:57:24, subject to the Cambridge Core terms of use, available at

https://www.cambridge.org/core/terms
https://doi.org/10.1017/prm.2018.57
https://www.cambridge.org/core


Analytic and geometric properties of dislocation singularities 35

(i) The following coerciveness condition holds: there exists positive constants
α0, α1, β0, β1, and p � 1 such that

We(F ) � β1(‖F‖p
Lp + ‖adjF‖p

Lp + ‖det F‖p
Lp) − β0, (6.20)

Wdefect(Λ) � α1|Λ|(Ω) − α0. (6.21)

(ii) Wdefect is a function on Mb(Ω,R3×3) which is lower semicontinuous with
respect to the weak* convergence.

(iii) We is a function of M(F ) (i.e., of F , adj F , and det F ), and it is lower
semicontinuous in M(F ) with respect to the weak convergence in Lp.

We assume that F̂ ∈ Ap(Ω̂,R3×3) with −Curl F̂ = ΛT
α on Ω̂, and the additional

property that div F̂ = 0 on Ω̂. Let b ∈ 2πZ
3 be a fixed Burgers vector, let p > 1,

then the class of admissible deformation tensors is

Fp
b := {F ∈ Lp(Ω̂,R3×3) : −div F = 0, −Curl F = b⊗ L

for some closed integral 1-current L, and F = F̂ on Ω̂ \ Ω}. (6.22)

The minimization problem reads

F ∈ argmin
F∈Fp

b

W. (6.23)

The existence of a solution is provided by the following:

Theorem 6.6. Let 1 < p < 2. If W satisfies (i), (ii), and (iii), then there exists a
solution F ∈ Fp

b of (6.23).

Proof. We will apply the direct method. Let {Fk}k>0 be a minimizing sequence.
From the coerciveness (i), we see that there exist F ∈ Lp(Ω̂,R3×3), A ∈
Lp(Ω̂,R3×3), and D ∈ Lp(Ω̂), such that

Fk ⇀ F weakly in Lp(Ω̂,R3×3), (6.24a)

adjFk ⇀ A weakly in Lp(Ω̂,R3×3), (6.24b)

det Fk ⇀ D weakly in Lp(Ω̂), (6.24c)

Moreover, we find a measure Λ ∈ Mb(Ω̂,R3×3) with

Λk ⇀ Λ weakly* in Mb(Ω̂,R3×3), (6.25)

where we have set Λk = ΛLk
= −(Curl Fk)T . As [37, lemma 7.5] shows, there exists

a regular dislocation current L such that (Lk)i ⇀ Li in D1(Ω̂) and Λ = ΛL =∑3
i=1 Li ⊗ ei. In order to prove the theorem, we have to show that div F = 0,

−Curl F = ΛL, A = adjF , and D = det F .
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36 Riccardo Scala and Nicolas Van Goethem

The functions Fk satisfy the hypotheses of theorem 6.4, thus there exists a
sequence of harmonic functions ũk ∈ Ap(Ω̂,T3) such that ∇ũk = Fk satisfying

M(∂Gũk
) � C|Lk ⊗ b|(Ω̂)(1 + |Lk ⊗ b|(Ω̂)) � M, (6.26)

for some constant M > 0. By (6.24a) there exists ũ ∈ Ap(Ω̂,T3) such that, up to a
subsequence,

ũk → ũ weakly in W 1,p(Ω̂,T3). (6.27)

Now, thanks to (6.26), theorem 2.3 applies, obtaining

adj(∇ũk) ⇀ adj(∇ũ) weakly in Lp(Ω̂,R3×3), (6.28)

det(∇ũk) ⇀ det(∇ũ) weakly in Lp(Ω̂). (6.29)

These read adjFk ⇀ adjF weakly in Lp(Ω̂,R3×3) and detFk ⇀ detF weakly in
Lp(Ω̂). Therefore, A = adjF by (6.24b), and det F = D from (6.24c). Moreover,
for every test function ϕ ∈ C∞

c (Ω̂,R3), we have

〈F,∇ϕ〉 = 〈∇w,∇ϕ〉 = lim
k→∞

〈∇wk,∇ϕ〉 = lim
k→∞

〈div Fk, ϕ〉 = 0,

and it follows div F = 0 on Ω̂. Finally, we write

〈Curl Fk, ϕ〉 = 〈Fk, Curl ϕ〉 → 〈F, Curl ϕ〉 = 〈Curl F,ϕ〉,

for all ϕ ∈ C∞
c (Ω̂,R3×3), and by (6.25) we conclude −Curl F = ΛT

L. The fact that
F satisfies the boundary condition is straightforward, and thus F ∈ Fp

b , achieving
the proof. �

Remark 6.7. One cannot state that the above-solved variational problem is a com-
plete solution to the dislocation problem, since what we have found in theorem 6.6
is merely a divergence-free deformation, which is presumably not the deforma-
tion associated with the dislocation problem in finite elasticity. Indeed, this result
must be considered as a partial result towards this aim. One idea is to exploit the
decomposition F = Du+ Curl V for the complete problem, and hence theorem
6.6 provides only the divergence-free part Curl V of the true deformation tensor
F . Solving the complete problem is an extremely difficult task, without additional
assumptions on F or on the nature of the dislocations. To this respect some results
are found in [37].

6.5.2. A variational problem in finite gradient elasticity. In this example, we treat
a slightly different setting. We consider an energy involving F and the gradient
of F , viz. W = W̃(F,∇F ) where there is an energetic term for the curl of F and
another for its divergence. The term involving the divergence must be understood
as a high-order perturbation, in the spirit of [18] (In their case, since no dislocations
were considered, div F = Δu, with u the displacement was taken to the power 2
to account for the microstructure.), whereas the term related to the curl of F will
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again be called the defect term, in view of the problem of the previous sections.
Thus for some fixed ε > 0, we consider

W̃(F ) := W(F ) + εWper( div F ). (6.30)

The same assumptions (6.20) and (6.21) hold for W, and for the perturbation, one
assumes that

Wper( div F ) � γ‖div F‖q
Lq , (6.31)

for q > 3, where 3 is precisely the space dimension. Note that such an assumption
could not be made on the whole gradient of F , since we know that Curl F is a
measure concentrated in the dislocations. Indeed, notice that since −Curl F = ΛT

L,
the divergence of F is not related to the dislocation density.

We assume that the map F̂ ∈ Ap(Ω̂,R3×3) with −Curl F̂ = ΛT
α on Ω̂ satisfies the

additional property that div F̂ ∈ Lq(Ω̂,R3). Let b ∈ 2πZ
3 a fixed Burgers vector,

let p, q > 1, then we define the class of admissible functions as

Fp,q
b := {F ∈ Lp(Ω̂,R3×3) : div F ∈ Lq(Ω̂,R3), −Curl F = b⊗ L

for some closed integral 1-current L, and F = F̂ on Ω̂ \ Ω}.
(6.32)

The existence of a minimizer of W in Fp,q
b is provided by the following:

Theorem 6.8. Let 1 < p < 2 and q > 3. Assume that W satisfies the assumptions
of theorem 6.6. If Wper satisfies (6.31) and is lower semicontinuous with respect to
the weak convergence in Lq, then there exists a minimizer F ∈ Fp,q

b of W̃.

Proof. We will apply the direct method. Let {Fk}k>0 be a minimizing sequence.
From the coerciveness (i) we see that there exist F ∈ Lp(Ω̂,R3×3), A ∈ Lp(Ω̂,R3×3),
D ∈ Lp(Ω̂), and R ∈ Lp(Ω̂,R3) such that (6.24a)–(6.24c) hold, with moreover,

div Fk ⇀ R weakly in Lq(Ω̂,R3). (6.33a)

We find a measure Λ ∈ Mb(Ω̂,R3×3) with Λk ⇀ Λ weakly* in Mb(Ω̂,R3×3), where
we have set Λk = ΛLk

= −(Curl Fk)T . Again, [37, lemma 7.5] implies that there
exists a regular dislocation current L such that (Lk)i ⇀ Li in D1(Ω̂) and Λ = ΛL =∑3

i=1 Li ⊗ ei. In order to prove the Theorem, we have to show that div F = R,
−Curl F = ΛL, A = adjF , and D = det F . The Helmholtz decomposition gives

Fk = Dwk + Curl Gk, (6.34)

with wk ∈W 1,p(Ω̂,R3) satisfying −Δwk = −div Fk with ∂Nwk = FkN = F̂N on
∂Ω̂ (note that FkN and F̂N have a distributional meaning, the divergences of
Fk and F̂ being in Lp, see [36]), and Gk ∈ Ṽp(Ω̂). Since div Fk ∈ Lq(Ω̂,R3), with
q > 3, by the regularity theory of elliptic problems and the Sobolev embedding
Theorem, we find that wk ∈ C1(Ω̂,R3×3) and that the L∞ norm of their gradients
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are bounded by a constant,

‖Dwk‖L∞ < C. (6.35)

Moreover, we have, up to a subsequence that

wk ⇀ w weakly in W 1,q(Ω̂,R3), (6.36)

for some w ∈W 1,q(Ω̂,R3).
Let us set Vk := Curl Gk. Now −Curl Vk = ΛT

Lk
, and theorem 6.4 provides

functions uk ∈ Ap(Ω̂,T3) and vk ∈ C1(Ω̂,T3) such that ∇uk −∇vk = Vk satisfying

∂Guk
(ω) = Lk ∧�b(ω), (6.37)

for all ω ∈ D3(Ω̂ × T
3), and

‖Dvk‖L∞ � C|b⊗ Lk|(Ω̂). (6.38)

Thanks to (6.24a), (6.36), and (6.38), we can assume that there exist u ∈
W 1,p(Ω̂,T3) and v ∈W 1,p(Ω̂,R3×3) such that uk → u and vk → v strongly in
Lp(Ω̂,R3),

∇uk ⇀ ∇u weakly in Lp(Ω̂,R3×3), (6.39)

and

∇vk ⇀ ∇v weakly in Lp(Ω̂,R3×3). (6.40)

Thanks to estimates (6.35) and (6.38), theorem 4.6 applies providing

M(∂Gwk+uk−vk
) � C(1 + |ΛLk

|(Ω̂))|ΛLk
|(Ω̂) < C. (6.41)

This allows us to apply theorem 2.3, obtaining (6.28) and (6.29). Now, arguing as
in theorem 6.6 all other claims follow straightforwardly, achieving the proof. �

Remark 6.9. Once again, this is a partial solution to the complete dislocation
problem. In particular, the growth assumption on the deformation divergence
seems relatively strong, which we would like to weaken in future works more
oriented towards specific dislocation modelling (see [40,41]). Note that also the
Γ-convergence result as ε→ 0 is a difficult open problem.

6.6. Physical motivations of the Euclidean-valued case

We conclude with a quick remark on a possible reason in order to also con-
sider vector-valued displacements in variational problems, without giving explicit
examples.

Let us recall that the dislocated solid is separated into two elastic half-spaces
joined by atomic-level forces across their common interface, known as the glide
plane. In the applications as shown so far, the energy is made of two terms, the
elastic part and the defect part which is assumed as concentrated in L. With a
view to time evolution of dislocation, an important physical term should also be
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added on the glide plane S, which is prescribed in single crystals at moderate tem-
perature ranges, the so-called ‘misfit’ energy taking into account nonlinear atomic
interactions, viz.,

Wmis :=
∫

S

Wmis(δ(x))dS(x)

where 0 < δ(x) < |b| and Wmis is the interplanar potential energy density. This
problem was originally introduced and solved by Nabarro, and received considerable
attention nowadays since it permits a reasonable alternative to atomic models.

Appendix A. Proof of Theorem 5.1

Proof. We will follow the lines of the proof of theorem 4.1. We consider a smooth
tubular neighbourhood Dε of the curve L, and a neighbourhood Sδ, of width 2δ,
of the surface S. Then we consider the currents ∂Guε,δ in Ω × R

3, with uε,δ :=
u�Ω\(Dε∪Sδ) and let first δ → 0, and then ε→ 0.

To simplify the notation, we denote by ∂Dε only the part of the boundary of Dε

that does not belong to Sδ, and similarly ∂Sδ is the boundary of Sδ which does not
belong to Dε. Therefore, for all ω ∈ D2(Ω × R

3) it holds

∂Guε,δ(ω) =
∫

∂Dε

ωij(x, u(x))M̃
j
i (D(Φ�∂Dε

(x)))dH2(x)

+
∫

∂Sδ

ωij(x, u(x))M̃
j
i (D(Φ�∂Sδ

(x)))dH2, (A.1)

where Φ := Id× u. Let us study the second term of the last expression. Using the
coordinates {τ1, τ2, N} on S, with τ1 and τ2 a tangent basis to S and N its unit
normal, this can be written as∫

S\Dε

ω12(x+ δN, u(x+ δN)) +
6∑

k=4

ω1k(x+ δN, u(x+ δN))

× ∂uk−3

∂τ2
(x+ δN)dH2(x)

−
∫

S\Dε

6∑
k=4

ω2k(x+ δN, u(x+ δN))
∂uk−3

∂τ1
(x+ δN)dH2(x)

−
∫

S\Dε

ω12(x− δN, u(x− δN)) −
6∑

k=4

ω1k(x− δN, u(x− δN))

× ∂uk−3

∂τ2
(x− δN)dH2(x)

+
∫

S\Dε

6∑
k=4

ω2k(x− δN, u(x− δN))
∂uk−3

∂τ1
(x− δN)dH2(x). (A.2)

Using the fact that d(∂Sδ, L) � ε, we see that such a current, thanks to (3.6), has
uniformly bounded mass for all δ so that the currents Guε,δ converge to Guε,δ=0 in
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the sense of currents. Letting δ → 0 in (A.2), taking into account that uk = bkû, we
obtain exactly the second, third, and fourth terms in (5.3), with the only exception
that we are integrating on S \Dε, viz.,

∂Guε,0(ω) =
∫

∂Dε

ωij(x, u(x))M̃
j
i (D(Φ�∂Dε

(x)))dH2(x)

+
∫

S\Dε

(ω12(x, u(x) + b) − ω12(x, u(x)))dH2(x)

+
6∑

k=4

∫
S\Dε

bk−3(ω1k(x, u(x) + b) − ω1k(x, u(x)))
∂û

∂τ2
dH2(x)

−
6∑

k=4

∫
S\Dε

bk−3(ω2k(x, u(x) + b) − ω2k(x, u(x)))
∂û

∂τ1
dH2(x). (A.3)

Now, we can explicitly write the first integral as in (4.11), that is,

∫
∂Dε

ω̃23(x, u(x))dH2 +
6∑

k=4

∫ 2π

0

∫ l

0

εω̃2k(ε, θ, τ, u(ε, θ, τ))
∂uk−3

∂τ
(ε, θ, τ)dτdθ

−
6∑

k=4

∫ l

0

∫ 2π

0

εω̃3k(ε, θ, τ, u(ε, θ, τ))
∂uk−3

∂σ
(ε, θ, τ))dθdτ,

and following the same computations as in the proof of theorem 4.1, neglecting the
vanishing terms, we obtain the following expression

−
6∑

k=4

∫ l

0

ω3k(τ̂ , u+(τ))uk−3(ε, θ, τ)
∣∣∣θ=2π

0
dτ

+
6∑

k=4

∫ l

0

∫ 2π

0

d
dθ
ω3k(τ̂ , u+(τ))uk−3(ε, θ, τ))dθdτ, (A.4)

with τ̂ = (0, 0, τ). Letting ε go to 0 and integrating by parts in θ as in (4.14), we
obtain

−
6∑

k=4

∫ l

0

∫ 2π

0

ω3k(τ̂ , u+(τ) +
b

2π
θ)
bk−3

2π
dθdτ, (A.5)

where we have used that limε→0 u(ε, θ, τ) = u+(τ) = u+(τ) + ((bθ)/(2π)). This last
expression is exactly the first term of (5.3). To see that the second, third, and fourth
terms of (A.3) tend to the correspondent terms in (5.3), it suffices to observe that
the total mass of the currents represented by them are bounded (uniformly with
respect to ε) thanks to the estimates (ii) and (iii) of theorem 3.10 so that Guε,0

converges to Gu in the sense of currents and we are done.
It remains to prove (5.4). We argue as in the proof of theorem 4.6. The previous

computations applied to the function w gives rise to a formula like (A.3) for the
part of the boundary on S plus the term containing the 2 × 2 determinants of Dw.

https://www.cambridge.org/core/terms. https://doi.org/10.1017/prm.2018.57
Downloaded from https://www.cambridge.org/core. Universidade de Lisboa, on 26 Mar 2019 at 13:57:24, subject to the Cambridge Core terms of use, available at

https://www.cambridge.org/core/terms
https://doi.org/10.1017/prm.2018.57
https://www.cambridge.org/core


Analytic and geometric properties of dislocation singularities 41

These terms converge to the first four lines of (5.4). As for the part of the boundary
on L we have an approximation as in (4.18), where the first row can be treated as
in (A.4). This gives rise to L ∧�bw(ω). The other non-vanishing terms are given by
the expression (4.19), with the same notation. In contrast, we have that ω is not
periodic anymore. Then arguing as in (4.19) we find the final expression

∑
4�i�=j�6

∫ l

0

∫ 2π

0

ωij

(
τ̂ ,
bθ

2π
+ w(τ̂)

)
∂vj−3

∂τ
(τ̂)

bi−3

2π
dθdτ = Cw(ω),

with τ̂ = (0, 0, τ) as expressed in the local basis. Now Cw can be estimated as in
theorem 4.6. The estimates (5.6) and (5.7) are straightforward consequences of (5.3)
and (5.4). �
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